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Supplement for the manuscript: A new optical-based technique for real-time measurements of mineral dust 

concentration in PM10 using a virtual impactor 

 

S1. Virtual Impactor Characterization 

 5 
The performance of the virtual impactor (VI) was characterized using NIST polystyrene-latex (PSL) spheres with 

nominal sizes from 0.7 to 10 μm. A schematic of the experimental setup is provided in Figure S1. In brief, 

particles produced by atomization were consequently dried and their number distribution was measured using 

an Aerodynamic Particle Counter (APS; TSI mod 3321).  The APS was operated with 5 (nominal) and with 1.5 

(modified) l min
-1

 sampling flows. The VI was respectively operated at 95 (maximum available) and 75 l min
-1

, 10 
providing total-to-minor flow ratios of 19 (i.e., 95:5) and 50 (i.e., 75:1.5). Since the atomizer used was not 

capable of providing the above-mentioned total flows, a "Y" junction with a HEPA filter was used downstream 

the silica diffusion drier for supplementing air into the system (i.e., dilution).  For maintaining the total flow and 

thus the dilution and the particle losses in the system constant, the high flow of the VI was always operational. 

The concentration of particles was measured before and after the VI using another "Y" junction. For 15 
measurements of the particle concentration with the VI, the APS was connected in the minor flow outlet of the 

VI, while a closed valve was used to block the other outlet of the second "Y" junction (Figure S1 a). Particle 

concentration before the impactor was measured by connecting the APS directly to the Y junction (i.e., 

upstream the VI), while the closed valve was put to the low flow outlet of the VI (Figure S1 b).  Note that, in the 

latter case the high flow of the VI was operational as well for maintaining the total flow of the system constant.  20 

 
Figure S1. Schematics of the experimental setup for characterizing the performance of the virtual impactor. Particle size 

distributions were measured using an APS downstream (a) and upstream the VI (b). In both cases the high flow of the VI 

was operational for maintaining the total flow and consequently the dilution and particle losses in the system constant.  
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Five samples were collected in each case (i.e., size distribution measured downstream and upstream the VI) for 

each PSL size and for each set of flow rates.  The average measured size distributions were used for calculating 

the concentration enhancement factor CE of the VI at the specific aerodynamic diameters (D), corresponding to 

the diameters of PSL particles used in each experiment as follows: 

 30 
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The fraction of theoretical concentration efficiency fCE, defined as the ratio of the concentration efficiency 

calculated for each diameter D, with the virtual impactor flow ratio FR (maximum efficiency) was also 

calculated as follows: 35 
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 40 
Figure 2 shows the results in terms of the enhancement factor for particles having nominal diameter from 0.7 

to 10 μm when the VI was operated at two different flow settings, namely 95:5 and 75:1.5 l min
-1

 (i.e., 

total:minor flow), respectively.  Note that, the enhancement factor of 0.5 μm was calculated from the size 

distributions obtained from measuring particles with nominal diameter of 0.7 μm and that for the flow settings 

of 75:1.5 l min
-1

 the maximum size of particles measured was 5 μm. 45 
 

 
 

Figure S2. Concentration efficiency for particles having aerodynamic diameters ranging from 0.7 to 10 μm when the VI 

was operated with 95:5 and 75:1.5 l/min, total:minor flow, respectively. For the larger flow, the enhancement factor of 50 
the larger particles (i.e., 7, 10 μm) is not measured but extrapolated due to poor counting statistics.  
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Figure S3 shows the results in terms of the fraction of theoretical concentration efficiency (fCE) for the 

measured particles when the VI was operated at two different flow settings. While the measured concentration 

efficiency is different at each measured size and for each set of flows, the calculated fCE is almost identical for 55 
each size. This suggests that the enhancement factor of the VI for particle sizes above 1 μm can be estimated if 

the flow ratio is known. Table 1 shows aggregate results of the experiments conducted and used for producing 

Figures S1 and S2.  

 

 60 
 

Figure S3. Fraction of the theoretical concentration efficiency (fCE) for particles having aerodynamic diameters ranging 

from 0.7 to 10 μm when the VI was operated with flow ratios 95:5 and 75:1.5, respectively. For the larger flow, the 

concentration efficiency of the larger particles (i.e., 7, 10 μm) is not measured but extrapolated due to poor counting 

statistics.  65 
 

 

Table S1. Aggregate results of the concentration efficiency (CE) and fraction of the theoretical concentration efficiency 

(fCE) of particles having aerodynamic diameters ranging from 0.7 to 10 μm, when the VI was operated with 95:5 and with 

75:1.5 flow ratios. Green values are extrapolated. 70 
 

 Experiment 1  

(Fin=75 l min
-1

,  Fout=1.5 l min
-1

,  FR=50) 

Experiment 2  

(Fin=95 l min
-1

,  Fout=5 l min
-1

,  FR=19) 

D (μm) CE fCE CE fCE 

0.5 1.00 0.0200 1.00 0.0526 

0.7 1.06 0.0212 1.11 0.0584 

1 1.20 0.0240 1.87 0.0984 

2.5 5.68 0.1135 2.14 0.1126 

5 11.19 0.2238 4.07 0.2142 

7 21.74 0.4347 8.26 0.4347 

10 43.68 0.8737 16.60 0.8737 
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S2. Filter loading effect compensation on AE33 with virtual impactor 

 

The automatic compensation of the AE33 failed for the VI measurements and produced faulty values of the 80 
compensation parameter k due to the quantum nature of big particles: particles are directed either to spot 1 or 

spot 2 in the optical chamber of the instrument. Because of the size of these particles, they induce a large 

signal on one measurement spots at the time (Figure S4), which hinders automatic compensation algorithm 

(Drinovec et al., 2015) – see variation of parameter k values during the campaign (Figure S5a). 

 85 
Figure S4. Signal from AE33 connected to the virtual impactor for spot 1 and spot 2. 

 

The loading effect was characterized using the BC vs. ATN method (Park et al., 2010; Drinovec et al., 2015) 

using the data between 16 April 2016 and 30 April 2016. The obtained slopes (Figure S2) are used for offline 

compensation using equation cBC=BC/(1-k*ATN). The compensated data is again tested using the BC vs. ATN 90 
method (Figure S6). 

 
a)       b) 

 
Figure S5. The compensation parameter k values determined by AE33 (a) and those used for offline compensation of data 95 
from Aethalometer with a virtual impactor inlet (b). 
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   100 

   
Figure S6. BC vs. ATN analysis for raw data (left side) and data compensated using fixed k values, derived from the left 

plot (right side). 

  

0 20 40 60 80 100

0

500

1000

1500

2000

2500
 raw data

 linear fit

B
C

2
1
 (

n
g
 m

-3
)

ATN

k = 0.0017

Equation y = a + b*x

Weight No Weighting

Residual Sum of 
Squares

293121.71754

Pearson's r -0.49707

Adj. R-Square 0.19688

Value Standard Error

B
Intercept 1775.41457 64.92166

Slope -3.0709 1.38413

0 20 40 60 80 100

0

500

1000

1500

2000

2500

B
C

2
 (

n
g

 m
-3
)

ATN

 compensated data

 linear fit

Equation y = a + b*x

Weight No Weighting

Residual Sum of 
Squares

341575.27022

Pearson's r -0.02925

Adj. R-Square -0.06575

Value Standard Error

B
Intercept 1780.107 70.08238

Slope -0.16933 1.49416

0 10 20 30 40 50

0

200

400

600

800

1000

1200

1400

1600

1800

2000

B
C

6
1

 (
n

g
 m

-3
)

ATN

 raw data

 linear fit

k = 0.0005

Equation y = a + b*x

Weight No Weighting

Residual Sum of 
Squares

27277.54366

Pearson's r -0.10665

Adj. R-Square -0.18635

Value Standard Error

B
Intercept 1414.37659 50.32807

Slope -0.66957 2.7917

0 10 20 30 40 50

0

200

400

600

800

1000

1200

1400

1600

1800

2000

B
C

6
 (

n
g

 m
-3
)

ATN

 compensated data

 linear fit

Equation y = a + b*x

Weight No Weighting

Residual Sum of 
Squares

27871.81331

Pearson's r 0.00296

Adj. R-Square -0.19999

Value Standard Error

B
Intercept 1414.9526 50.87334

Slope 0.01869 2.82195

0 20 40 60 80 100

0.9

1.0

1.1

1.2

1.3

1.4

1.5

1.6

A
A

E

ATN

 raw data

 linear fit

k = 0.002

Equation y = a + b*x

Weight No Weighting

Residual Sum of 
Squares

0.01831

Pearson's r -0.89571

Adj. R-Square 0.78912

Value Standard Error

B
Intercept 1.36731 0.01623

Slope -0.0027 3.45945E-4

0 20 40 60 80 100

0.9

1.0

1.1

1.2

1.3

1.4

1.5

1.6

A
A

E

ATN

 compensated data

 linear fit

Equation y = a + b*x

Weight No Weighting

Residual Sum of 
Squares

0.01848

Pearson's r -0.15066

Adj. R-Square -0.03838

Value Standard Error

B
Intercept 1.36247 0.01537

Slope -1.88222E-4 3.08774E-4



6 

 

S3. Uncertainty of AE33 measurements 105 

The uncertainty of AE33 measurements was determined calculating the ratio of BC between instrument with 

TSP and PM1 inlets. Because there is almost no dependence of BCTSP/BCPM1 ratio on mineral dust concentration 

(Figure S7), the variation of this parameter results from the measurement uncertainty. Uncertainty of BC during 

the Cyprus campaign is thus calculated as a standard deviation of BCTSP/BCPM1 ratio (Table S2). 

 110 
a)      b) 

 

Figure S7. Correlation between 24h average ratios BCTSP/BCPM1 and Mineral dust concentration for Aethalometer channel 

1 (a) and channel 6 (b). 

 115 
Table S2. Uncertainty estimation during the Cyprus campaign 

Wavelength BCTSP/BCPM1 Uncertainty for BC 

370 nm 1.14 ± 0.21 18% 

880 nm 1.07 ± 0.12 11% 
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S4. Correlation between PM measurements by TEOM and filter weighting 

 

TEOM and filter measurements data obtained between 15 April 2016 and 6 May 2016 are compared (Figure S8, 120 
Table S3). The two methods show high R

2
 value and a slope which differs from unity by less than 10%. On 

average TEOM overestimates PM by 2% for PM2.5 and 8% for PM10. 

 
a)      b) 

 125 
Figure S8. Correlation between PM2.5 (a) and PM10 (b) measured by TEOM and filter weighting.  

 

Table S3. Fitting results for correlation between TEOM and filter weighting method. 

 

 Slope R
2
 

PM2.5 1.02 ± 0.04 0.978 

PM10 1.08 ± 0.03 0.987 
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S5. Correlation between APS and TEOM 

 135 
The aerodynamic particle size distribution from APS was used to calculate particle volume for PM10 and PM2.5 

size fraction assuming the sphericity of the particles. Particle volume was compared with the particle mass 

concentrations PM2.5 and PM10 obtained by TEOM (Figure S9). The correlation is better for sub 10 μm size 

fraction with R
2
 of 0.97. The sub 2.5 μm fraction has a 33% smaller volume/mass slope compared to the sub 10 

μm fraction. 140 

 

 
 

 
Figure S9. Time series of particle mass concentration (PM) and particle volume concentration (PV) concentrations in 2.5 145 
μm and 10 μm size fractions (a,b) and correlations (c,d). 

 

Table S4 . Fitting results for correlation between APS and TEOM. 

 

Correlation Slope (μm
-3

 μg
-1

) R
2
 

PV10 vs. PM10 5.36E5 ± 9E3 0.87 

PV2.5 vs. PM2.5 3.54E5 ± 9E3 0.70 
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S6. Mass closure on daily PM10 samples 

 

Mass closure was performed by combining PM10 from the high volume sampler filters, chemical analysis for 

cations (NH4
+
, K

+
) and anions (NO3

-
, SO4

2-
). Calcium concentration was used to establish mineral dust 

concentration assuming its 12% mass fraction in mineral dust. Organic matter was calculated from organic 155 
carbon concentration (OC) using a organic mass-to-organic carbon factor of 2. 

 
a)      b) 

Figure S10. Time series (a) and average (b) contributions of different components to PM10 (a) during the measurement 

campaign.   160 

 
a)      b) 

Figure S11. Time series (a) and average (b) contributions of different components to PM2.5 (a) during the measurement 

campaign.   

 165 

 
a)      b) 

Figure S12. Correlation between gravimetric measurements of PM and that reconstructed from chemical analysis. 
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S7. Trace element analysis on PM10 filters using inductively coupled plasma mass spectrometry (ICP-MS) 

 170 
24h PM10 filters were analysed for trace elements As, Cd, Pb, Ni, Cr, Fe, Cu, Al, V, Mn, Zn and Ti. Al and Fe can 

be used to identify mineral dust (Guieu et al., 2002), showing good correlation with Ca obtained by ion 

chromatography (Figure S13).  for the whole year 2016 we obtained average slope between Al and Ca of 0.58 ± 

0.01 and average slope between Fe and Ca of 0.44 ± 0.01 (Figure S14). 

 175 
Statistical analysis of chemical ratio Fe/Ca can give us information on the variability of chemical composition of 

mineral dust (Table S5) and directly influences the accuracy of the VI-PM1 method. 

 

 

 180 
Figure S13. Time series of ambient Ca

2+
, Al and Fe concentration in PM10 fraction during the calibration campaign   

 

 
Figure S14. Correlation between Al (a) and Fe (b) with Ca measured on 24h PM10 filters. The figures contain data for the 

whole year 2016. 185 
 

Table S5. Elemental composition and ratios for iron, calcium and aluminium for the whole 2016 and for the calibration 

part of the Cyprus campaign. 

 

 Year 2016 Variability Interval 16.4.2016 – 6.5.2016 Variability 

Fe/PM10 0.015 ± 0.008 53% 0.019 ± 0.006 32% 

Ca/PM10 0.037 ± 0.017 46% 0.047 ± 0.016 34% 

Fe/Ca 0.41 ± 0.15 38% 0.42 ± 0.17 40% 

 190 
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S8. Characterization of mineral dust using scanning electron  microscopy – energy dispersive X-ray (SEM-EDX) 

analysis of PM10 filters 

 

Several filter samples were analyzed for their elemental composition using energy-dispersive X-ray 195 
spectroscopy – similarly to Engelbrecht et al. (2016). An example of SEM-EDX measurement is presented on 

Figure S15. Each of the selected filter samples was characterized by an average of 10-20 SEM-EDX analyses 

(Figure S16). The main constituent elements of mineral dust in all filters are oxygen, silica and aluminium. 

There is a big particle-to-particle variation in the elemental composition. With a higher number of collected 

particles the uncertainty of the elemental composition is reduced.  200 
 

The sample from 10 April 2016 contains sodium and chlorine indicating the influence of sea salt. Calcium (0-

10%), iron (0-5%) and potassium (0.5-2%) contributions differ a lot between the different filters. Formenti et al. 

(2008) showed a similar variability of mineral composition for dust from different source regions. 

 205 

 
 

Figure S15. SEM-EDX analysis of particles (Spectrum 1 & 2) collected on the quartz fiber filter (Spectrum 3). 
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 210 
 

 

 
 

Figure S16. Elemental composition of mineral dust filter samples obtained using EDX spectroscopy. The error bars show 215 
the standard deviation of 10-20 measurements on each sample. 
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