Response to Reviewer 1

We are grateful to the reviewer for the very careful and thorough examination of our manuscript. We

think the revised manuscript is substantially improved as a result.

Specific Comments:

1-1. Page 2, line 24: I do not understand the use of if” in this sentence.

1-2. Line 29: I would write ‘versus’ instead of */* in ‘RASS/radiosonde’.

Response:

1-1. We have revised the manuscript and eliminated the text beginning with “if”” (line 24).

1-2. Done (line 28).

2-1. Page 3, line 47: ‘measures’ => I suggest ‘provides’

2-2. Line 48: I would add ‘from the measurement of the Doppler shift between the emitted and
backscattered radar wave’, after ‘propagates vertically’

2-3. Line 49: ‘among’ => ‘between’

Response:

2-1. Done (line 46).

2-2. We have added ‘from the measurement of the Doppler spectrum” in lines 4748 to make it consistent
with the Doppler spectrum in Fig. 4.

2-3. Done (line 49).

3-1. Page 4, lines (54-55): This issue about the vertical velocity correction is very important and not well
presented. It is obvious that w has to be included. The fact that you could not use w is an issue, and
you show in the following how you cope with it (1-hour averages). The way the issue is introduced, at
the beginning of the paper, is not satisfying especially the sentence : ‘the vertical wind speed is
considered in Eq (1) because the neglect of the wind velocity ....". I explain why.

At the beginning (p 4), it is obvious that the correction has to be done. You mention p 7 (lines 112- 115),
that w could not be used due to the automobiles echo. So I deduced you had used the oblique beams
instead of the vertical one. I understood in the following that you did not. Please, could you clarify
this issue in your presentation, perhaps by saying at the beginning that you had to neglect w and that
this issue would have to be discussed?

3-2. If you cite May’s and Angevine’s papers it could be interesting to add (further on in the manuscript)
some details of their discussion, including the discussion on the downward bias in the profiler velocity

measurements mentioned in Angevine et al., 1998: the 1-hour average is a way to mitigate this effect.



Response:

3-1. We have added an explanation for this comment (lines 56—59 and 136-138): “However, we do not
consider the radial wind speed in our experiments, because strong clutter sometimes contaminates the
Doppler spectrum and masks the atmospheric echo in the vertical beam observation. This issue is
addressed in later sections.”, and “Indeed, the vertical velocity correction can decrease the accuracy of
RASS in situations with calm wind and a lower reliability of vertical wind measurements (Gorsdorf
and Lehmann 2000).”

3-2. We have modified the manuscript to respond to this comment (lines 209-211): “Using the hourly
mean may also reduce the daytime downward bias (e.g., Gorsdorf and Lehmann 2000; Adachi et al.,
2005), which could be attributable to insects or hydrometeors that are undetectable (Angevine,
1997).”

4-1. Line 63: I would add ‘accurate’ before ‘corrections’

4-2. Line 64: if relevant, [ would add ‘thermodynamic’ before ‘constants’
Response:

4-1. Done (Line 82).

4-2. Done (Line 83).

5. Minor comment: in lines 57, 59 and 61 respectively, you use brackets for two different purposes: with
‘bias (systematic error)’, ‘standard deviation (precision)’, the brackets provide the meanings whereas
in ‘bias (standard deviation)’, you present an alternative. The latter use of the brackets is continued
through the manuscript. The first use could be presented in a different way.

Response: We have revised out text to respond to this comment (lines 60-62): “The systematic error or
bias of the virtual temperature measurements”, and “while the standard deviation or precision has also

been reported around 1°C.”.

6-1. Lines 61 to 64: I was not convinced by the results you cite (Gorsdorf’s and Lehman’s work) as long
as [ had not read the paper. My reservation was about the one year time average that reduced the bias
as expected. When reading this paper, I was convinced and I found additional interesting information
that would deserve to be discussed in your own paper (but probably not in the introduction):

- the reason for the range correction would be helpful to comment (see my point, Page 16, line 245).
Gorsdorf and Lehman are not the only ones who mention this range correction: Angevine et al., 1998
also do, but in the references you cite, Gorsdorf and Lehman discuss the benefit of the correction at
the inversion levels, which is a major advance and could feed your discussion.

- the distinction between climatological investigation and individual profile comparison is also an

important point to comment: you can hardly compare errors amounts when they are computed with



varying time-scales (unless you discuss the conditions).

To conclude, I would say that the use of this reference comes too early and that you could take more
advantage in discussing it further on.

6.2. In general, I suggest that you give more details about the results and the uncertainties that are
reported in the literature, concerning the RASS assessment. For instance, Angevine et al., 1998 made
a comparison of Tv during 1 month, at one level (396m agl) between a RASS system (UHF) and
tower instruments. The uncertainties that they reported are expected to be different from those
obtained for instance by Moran and Strauch (1994) who used a RASS with a VHF profiler, during 5
weeks (400 profiles, compared to RS). Moreover, in each case, some information should be given
about the corrections (vertical velocity correction, range correction ...).

Response:

6-1. We appreciate the reviewer’s suggestion. However, we did not find any discussion on the benefit of
the range correction at the inversion levels in Gorsdorf and Lehmann (2000). Instead, we have added
an explanation to respond to the comment (lines 387-388): “the discrepancies in and below the
inversion could be mitigated by considering the effect of the vertical airflow and/or applying a range
correction “

6-2. We have revised the manuscript to refer more details reported in the literature and respond this

comment (line 62-83): “May et al. (1989) compared...”

7. Page 5, line 66: you could also add ‘the distortion of the acoustic wave due to turbulence and vertical
temperature gradients (Lataitis, 1992)’
Response: We have revised the text to respond to the comment (lines 86-87): “...in addition to the

effects of turbulence and vertical temperature gradients (Lataitis, 1992).”

8. Line 68 : ‘A wind profiler/RASS has been used’=>Joined measurements of wind profiler and RASS
have been frequently used’.
Response: We have revised the text to respond to this comment (line 88): “A wind profiler with RASS

has been frequently used”

9. Line 71: ‘Important limitations of this method include the emission’ => ‘Among the limitations of this
method, an important one is the emission’

Response: Done (lines 91-92).

10. Line 80 : “is expected’ => ‘would be promising’

Response: We have replaced “is expected” with “would be ideal” in line 101.



11-1. Page 7, line 100: please provide the latitude of the site

11-2. Line 106: ‘The MRI wind profiler’ => ‘The MRI 1357-MHz wind profiler’

11-3. Line 113: see my previous remarks about w (p. 4)

Response:

11-1. We have added the latitude of the site in Table 1.

11-2. We added the frequency in the manuscript (lines 128—129): “The profiler used in this study operated
at 1357.5 MHz with 100 m pulse lengths”.

11-3. Please see our response #3-1.

12-1. Page 8, line 119: ‘In the experiments’ => ‘For the experiment purpose’

12-2. Line 122-123: about pseudorandom frequencies. This is either too much or not enough explained
for a non-expert reader. Is it necessary to mention? I suggest to move this specificity to Table 1.

Response:

12-1. Done (line 142).

12-2. We have copied this term to Table 1 but also added an explanation for this term to respond to the
comment (lines 150-152): “The frequency sweeps were randomly shuffled within each frequency

range to make acoustic spectrum almost uniform (Angevine et al., 1994)”.

13-1. Page 9, line 134-137: am I right to say that the beamwidth of the speaker should be larger than the
MRI beamwidth? Does that mean that you start with degraded conditions with the default sound
beam? Is it the point you raised when you spoke of the parametric speaker directivity (line 22, page
2)? I raise this point since I wondered at the beginning whether the directivity would be an advantage
or a drawback.

13-2. Line 137: turbulence will broaden the sound beam width, especially inside the boundary layer, but it
will also reduce the measurement range, as you said before.

13-3. Line 137: ‘aloft’ is not accurate enough and I wonder whether it is appropriate here.

Response:

13-1. We believe that the beam width of the speaker should match that of profiler, because if the former is
much narrower than the latter, no RASS echo is observed. On the other hand, if the former is larger
than the latter, the height coverage is reduced because of decrease of the peak power as shown in Fig 2.
We have added an explanation to respond to this comment (lines 162-168): “Prior to the designing of
the MRI PAA, we made...”.

13-2. The reviewer is right. However, we expect that the size of the sound spot matches the width of the
radio wave width by the beam broadening due to turbulence. We have added an explanation to
respond to the comment (line 172): “and match the radio beam width”.

13-3. We have removed “aloft” (line 171).



14-1. Line 138: ‘measured in the field’ I would add: ‘with a sound level meter’.

14-2. Could you describe the measurement protocol?

Response:

14-1. Done (line 175).

14-2. We have an explanation of the protocol to respond to this comment (lines 173-180): ”In order to

measure the audible sound pressure level...” .

15. Line 143: ‘and is therefore significantly more annoying’ (therefore can be added if you find it
relevant).

Response: We have added the term in line 186.

16. Page 11, line 161: at 10-m height?
Response: This was typo as the reviewer pointed out, and we have revised the manuscript to respond to

this comment (lines 203-204): “at 20 m AGL”.

17-1. Lines 163-167 : my first reaction is that the launching occurred in a period of the day when the time
temperature gradient is important and the boundary layer top level is rapidly increasing. You discuss
this point later on, but you could already add a few comments.

17-2. 1 also suggest to add a column in Table 3, with the time difference between the launching and the
sunrise time. I calculated 2h30 to 4h. Am I right?

Response:

17-1. We have revised the manuscript to respond to this comment (line 205): “which may be preferable
for the formation of inversion layer”.

17-2. Since the analysis of the inversion layer evolution is beyond the scope of the present study, we did
not provide the sunrise time for all the experiments in Table 3 but added it just for a sample profile for
Fig. 8 (line 372): “This observation was made more than 3 h after sunrise (05:15 JST) on that day.”

Yes, the reviewer’s estimation time was right.

18. Line 170: I do not understand the meaning of ‘availability’. Do you mean ‘practical relevance’?

Response: We have replaced “availability” with “applicability” (line 215).

19. Page 12, line 182: tell me if I am wrong, but it seems to me that the reference (ISO 1993) is not easily
available. Could you provide (in an appendix) the equations to calculate the sound attenuation
coefficient and the attenuation, derived from the RS measurements?

Response: The reference is available online at: https://www.iso.org/standard/17426.html. However,




we have added a derivation of equations and some results in an appendix to respond to this comment.

20-1. Page 13, line 200: ‘the PAA also reached a minimum altitude of 1.1 km AGL’ => ‘the PAA reached
an altitude of 1.1 km AGL’.

20-2. Lines 203-206: this unique example is not enough to draw a conclusion. So, I would use ‘may reach’
instead of ‘can reach’ and indicate that the propagation level will be systematically compared between
the 2 systems. or, you can simply say that the example in Fig. 4 is promising....

Response:

20-1: Done (line 246).

20-2: We have replaced “can reach” with “may reach” in line 250, and added “The height coverage of the

two speaker systems are discussed later.” in lines 252-253 to respond to this comment.

21. Fig. 5: usually, the backscattered signal of wind profiler radars is artificially corrected at the first gate
to avoid receiver saturation. Are you sure it is not the case for RASS systems? Could this be a reason
for the increase of the echo power between the first and the second gate?

Response: We think that the reviewer is talking about the STC. Our wind profiler does not implement the
STC since it is equipped with an A/D converter with wide (16-bit: 96dB) dynamic range. We believe
the increase between the first and the second gate were caused by other reasons, as Lataitis (1992)
pointed out. We have added an explanation to respond to this comment (lines 311-314): “factors
including the recovery of the receiver and incomplete overlapping of the electromagnetic and acoustic
beams due to the special separation between the antenna and speaker systems could lead to a

significant gradient in the receiving power at this gate (Lataitis, 1992).”

22-1. Page 15, line 228: ‘available’ => ‘convenient’

22-2. Line 231: ‘immediately’=> ‘sharply’

Response:

22-1. We have replaced “available” with “applicable” in line 287.
22-2. Done (line 290).

23-1. Fig. 6: I suppose your sample of profiles is the best you could provide. Would it be possible to have
a look on the corresponding Received Power profiles?

23-2. Why is there such a large difference in the number of data (320 and 237 in Fig. 6a) while the
measurement range is the same for both systems? On the opposite, in Fig. 6d, 96-90=6 is small while
the PAA vertical range is 200 m lower than the acoustic speaker. I probably miss something.

23-3. I suppose you tried comparisons with RS data averaged during 15 min or 30 min. Were the results

so bad?



Response:

23-1. We have added profiles of P in Fig. 6, and an explanation to respond to this comment (lines 317—
321): “It is noteworthy ...a received RASS echo power...”.

23-2. This happens because the height coverage changes with time especially for the PAA as shown error
bars in original Fig. 10. In that figure, the second left (2.1m/s) is the data for Fig. 6a. (see Table 3).
The PAA has longer error bar than the ACS, showing wider variation of the height coverage. In
contrast, for Fig. 6d (4" left, 3.1m/s in original Fig. 10), the error bars are relatively short for each
system indicating small variation of the coverage. The height coverage in Fig. 6 reflects the maximum
height coverage in the RASS duration. Therefore, the number of the data has weak relation with the
height coverage; rather, it is related to mean height coverage as written in lines 348-349. To avoid
confusion, we have revised the manuscript (lines 438439 and 461-464): “which (is =>) may also be
reflected by the fewer number of data in the statistics”, and “Note that the mean RASS height
coverage shown in the figure is different from the height coverage of the mean virtual temperature
profile in Fig. 6, because the latter reflects the maximum height coverage within the observed profiles
after quality control in the duration of the RASS measurement.”

23-3. We have tried to average for 30 min from 0815 to 0845. For instance, on 15 October, when there
was no inversion layer aloft, the statistical results for 30 min mean, (bias, STD, N) = ACS(-0.19, 0.13,
165), and PAA(-0.18, 014, 124) were not very different from those for 60 min in bias (Fig. 6a).
However, in the case of 8 November, when inversions were evident, the statistics, ACS(-0.13, 0.26,
152) and PAA(-0.81, 0.32, 106), became worth in bias than that for 60 min (Fig. 6¢). Standard
deviations were slightly improved by averaging over 30 min for both cases because it may reflect the
time evolution of the temperature profile. However, the maximum height coverage for PAA reduced

100 m (one gate) by decreasing mean time for both cases although those for the ACS did not change.

24-1. Page 16, line 245: ‘(e.g. Figs 6n and 6¢)’ => 6a also.

24-2. Line 249 : I suggest that you give here the reason for the range corrections presented by Gorsdorf
and Lehmann and that you briefly explain the processing.

24-3. The range corrections should be applied to the whole profile (and not only at the first gate), to
mitigate the discrepancies at the inversion levels.

Response:

24-1. Done (line 309).

24-2. We have added an explanation to respond to the comment (lines 314-317): “In addition, a range
error (e.g., Angevine and Ecklund, 1994; Gorsdorf and Lehmann, 2000; Johnston et al., 2002) caused
by the height variation of the backscatter intensity may also contribute to the smaller received power.”

24-3. We have revised the text as mentioned above (#24-2) and in lines 387-388: ... the discrepancies in

and below the inversion could be mitigated by ... applying a range correction.



25. Lines 251 to 253 (page 16, ‘The RASS data were averaged for about an hour. The RS data were
smoothed by 100 m running means to match the RASS observations)’ should be moved pl5, just
before the comments on Fig. 6.

Response: Done (line 301).

26-1. Page 18, line 278: as said before for Fig. 6, I’'m not convinced by the argument of the link between
the smaller data number for the PAA and the height coverage. In addition, the wind is relatively
stronger at 1300m in Fig. 5a, while the height coverage is similar for both systems.

26-2. However, I also find it necessary to discuss the effects of time evolution on the temperature profiles
and of wind.

Response:

26-1. Please see our response #23-2.

26-2. We have added an explanation to respond to this comment (lines 464—466): “The long error bars
may reflect the large time evolution of the RASS height coverage, which may also be related to the

evolution of the wind in the duration.”

27-1. Page 19, line 296: what is the standard deviation of the temperature increase?
27-2. Line 297: ‘In this case’ is awkward.

Response:

27-1. We have added “with a standard deviation of 1.0°C” in lines 366-367.

27-2. We have replaced “ In this case” with “Thus” in line 367.

28. Lines 298-300: The comparison with the RS is good for an average of one-hour and you well explain
that such an average is necessary to mitigate the errors due to the lack of the vertical velocity
measurement. [ agree that there are several reasons that could explain the RASS standard deviation
during one hour, but that should not affect the average (unless surface covers or advection processes
would be drastically different between the RS launching site and the RASS site). So what do you
mean by ‘degrading the statistics’? Increasing the standard deviation?

Response: We mean that an average period may affect not only the standard deviation but also the bias
by “degrading statistics”. For instance, 10 min mean Tv [°C] observed at 1.2 m AGL from 08:00 JST
for 1 hour on 15 October 2016 were as follows, (08:00, 14.175), (08:10, 14.900), (8:20, 15.840), (8:30,
17.185), (8:40, 17.158), (8:50, 17.572), and (9:00, 18.142). The mean for this hour is 16.42°C at 08:30
but this value may change with averaging period (Note 17.19°C was observed at 08:30). Although
they are values observed near the ground, we believe that an average period may affect the bias and

would like to retain “degrading the statistics” in the text (line 370).



29. Pages 19 and 20 and Fig. 8:

Are the 1-hour profiles of the RASS centered around 30 min after the RS launch (8h30 in the caption of
Fig. 8)? Why did not you center them on the launch time since you are interested in the low layers?
Response: We centered the RASS duration on the launch time; The RSs were launched not at 08:00 JST

but at 08:30 JST as written in line 201, and the most of RASS durations were from 08:01 to 09:00 to

center the RS launch as shown in Table 3.

30-1. I do not find that the 1min-RASS profiles in Fig. 8 are closer to the RS profile than the RASS
1-hour average. It is true for some points, but not for all and it is not surprising:

30-2. I think it is not significant to compare the 1-min RASS profiles to the RS profile since 1-min
RASS estimations include fluctuations (temperature fluctuations and fluctuations linked to the
measurement process). 1-min is too short to include enough time (or space) scales of turbulence. So
the 1-min profiles reveal some snapshots, which could be very different, 2 min later and a fortiori,
different from a RS profile, measured 400-m apart (in addition to the fact that the radiosonde takes
around 3.25 min to reach 1300 m).

30-3. It could be interesting to check the time evolution of the RASS profiles during the hour. Would this
evolution seem erratic like in a turbulence process? Or could we see a slow increase of the inversion
layer? (I do not require that you include this in your next manuscript, but it could be interesting to
discuss this point).

30-4. As far as the inversion levels are concerned, I tried to join the points of the 1-min profiles in Fig. 8.
The first inversion level that is detected at around 650 m with the RS is found at around 520 m and
500 m by the acoustic and parametric speakers respectively. This discrepancy could perhaps be
decreased by a range correction, but there again, you could not conclude due to the lack of vertical
velocity information (that can hardly be neglected when two successive 1-min profiles are compared).

Response:

30-1. We have revised the text to respond to the comment (lines 378-380): “By contrast, the 1 min raw
RASS data recorded around the radiosonde launch time represented the inversion layer better than the
mean RASS measurements at some points”.

30-2. As reviewer pointed out, 1-min is too short to include the time and space scales of turbulence and
causes large error, if the temperature fluctuation due to turbulence is very large. However, in that case,
the radiosonde data sampled at 1 s cannot be used as a standard reference temperature measurement
because the mean time for radiosonde observation at each height is less than 17 s even after applying
100 m running means. Since there are some conformities between the radiosonde and RASS in
measuring Tv profiles, we believe (and assume) the temperature fluctuation due to fluctuation was

small and averaged out to some extent. We have revised the text to take the effect of turbulence into



account and to respond to this comment (lines 303—-304 and 380-382): “The running mean may also
play a role to mitigate the effect of the temperature fluctuation due to turbulence on the radiosonde
measurements.”, and “which may have been due to the locality of the inversion layer, the effects of
vertical air motion or turbulence, ...”.

30-3. We have tried to make a time-height cross section of 7v (Fig. 1R) just for the reviewer. Although a
cold layer, which was a component of the inversion layer, was analyzed at about 600 m AGL from
08:05 JST (or before), the layer is evanescent in the figure. On the other hand, since the temperature
observed at surface did not fluctuate as is seen at low altitudes (200 — 400 m AGL) in this figure, this
fluctuation was not true but was likely biased by the vertical air flow. Thus, we expect that a
long-lived cold layer would be analyzed longer in time if the correction for the vertical component of
the wind can be applied. However, since it is beyond the scope of this study, we do not think it is
interesting to discuss the evolution of the inversion layer with this figure.

30-4. We have added an explanation to respond to the comment (lines 387-388): “the discrepancies in
and below the inversion could be mitigated by considering the effect of the vertical airflow and/or

applying a range correction.”

31. Nonetheless I agree with your conclusion p. 20: ‘a comparison with measurements that have both
small spatial difference and high time resolution is needed to evaluate the PAA-RASS measurements.’

Response: We appreciate the reviewer’s comment on this.

32. Page 22, lines 341 to 345: I do not agree with these arguments since they describe atmospheric
phenomena whose time scales are larger than 1 min. I think, as said before, that the variability comes
from the local turbulence and also perhaps from the physics of measurement that is probably different
between the 2 systems. Could the difference in the beam widths play a role? The fact that the standard
deviation (0.43) in the 1-min statistics of PAA vs acoustic is around the same as the standard deviation
(0.4) of the 1-hour statistics of both RASS vs RS reinforces the idea that small scale processes are
responsible for the variability (in addition to processes at larger scale like the increase of the inversion
levels with z and time).

Response: We agree that the standard deviation (0.43) in the 1-min statistics of PAA vs. acoustic could be
mostly due to local turbulence since the spatial difference was negligible and the time difference was
quite small as the reviewer pointed out. We have revised the text to respond to this comment (lines
415-417 and 564-565): “Since the spatial difference was negligible and the time difference was quite
small, the reason for this discrepancy could include temperature fluctuation due to turbulence.”,
and “temperature fluctuation due to turbulence could contribute to deteriorate the statistics.” We do
not think that the difference in the beam width play the role (as long as temperature is horizontally

homogeneous, which we assumed in comparisons with radiosondes).
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33-1. Page 23, line 364: see my questions about Fig. 6 (p. 15)

33-2. Line 368-369: I do not understand:” On the other hand, the results also suggest that the reason may
include the effect of wind aloft (e.g. Fig. 5a)’ since the height coverage is the same for this specific case.
33-3. Line 369: ‘wind aloft’ should be defined here and not p. 24, lines 364-365.

33-4. Are you sure wind is measured at 1 m? (1 to 1200 m AGL). How did you compute the standard
deviation of the wind?

Response:

33-1. Please see our response # 23-2.

33-2. See our response # 23-2. We have also revised the manuscript to avoid confusion (lines 293-295):
“This suggests that the PAA has enough peak power to reach the highest range gate but is more
susceptible to high winds than the acoustic speakers”.

33-3. We would retain the location of the definition of “wind aloft” in line 456, because this range is
defined just for Fig. 10, which is introduced first in line 452.

33-4. This was a typo, and we have corrected (lines 456—457): “the mean wind from 20 to 1200 m AGL
(Table 3)”. The standard deviation of the wind speed in Table 3 was derived from the radiosonde data by

, where xi is the observed i wind speed data from the beginning of the observation, and the altitude of the

N data is the closest to but less than or equal to 1200 m AGL.

34. Page 24, line 384: the linear regression for the acoustic speaker is not relevant. I would remove it
from Fig. 10.

Response: We have revised Fig. 10 based on the reviewer’s comment # 47-2.

35. Lines 388-389: ‘This suggests that the acoustic speaker RASS keeps on observing at a high altitude
even in relatively high wind conditions.’

Response: Done (line 477).

36-1. Page 27, line 423: ‘may be distorted’ => ‘may have been distorted’.
36-2. Line 424 : ‘may be needed to be steered’ => might have been steered’.
Response:

36-1. Done (lines 515-516).

36-2. Done (line 516).
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37. Page 29, line 455: ‘does’ should be removed.
Response: Done (line 574).

38. Page 30, line 473: I do not understand ‘but frequency is likely to be less’.
Response: This term (line 592) means the frequency of the occurrence in other seasons, not the frequency

of the acoustic and/or radio wave.

39. Additional question: does an emission around 40 kHz require an authorization?
Response: There is no requirement for authorization at least in Japan. However, there are some
recommendations from organizations including WHO. We have added Section 4.4 to respond to this

comment.

40. As a conclusion, I would be pleased to see your future works with this system, with more favorable
conditions such as: the possibility to measure w, some range corrections, measurements during the whole
day. I am still wondering whether the parametric system would be more efficient than the acoustic system
at inversion layers (due to its narrower bandwidth).

Response: We thank the reviewer for his/her positive conclusion.

41. Table 3: I would use U instead of W (even if W is not w) and would add ‘(1 to 1200 m AGL)’ after
‘wind aloft’.

Response: Done (Table 3).

42. Figure 5: ‘except for the first range’ => ‘(except for the first range)’.
Response: Done (Fig. 5).

43-1. Figure 6: ‘from 08:30 JST’ is not convenient for the 4 profiles. See also my previous remark about
Fig. 8, concerning the center of the 1-hour time average.

43-2. ‘The error bars represent 2 ¢ in the RASS hourly observations’ (‘hourly’ added).

Response:

43-1. Please see our comment #29; The RSs were launched not at 08:00 JST but at 08:30 JST in Japan.
43-2. Done (Fig. 6).

44. Figure 7: I would say RASS vs. radiosonde instead of radiosonde vs. RASS, but the editor will

confirm or refute.

Response: Done (Fig.7).
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45. Figure 8: RASS with acoustic speakers (red) between 8h01 and 8h02’ ‘RASS with parametric speaker

(blue) between 8h02 and 8h03’

Response: Since radiosonde was launched at 08:30, we did not change the time for the RASS
measurement. Instead, we have revised the text to make it clear (Fig. 8): “closed circles represent 1

min raw data from the time indicated.”

46-1. Figure 9: Same remark as in Fig. 7 for the use of vs.

46-2. ‘(except for the first gate)’

46-3. ‘a normalized frequency diagram (color scale)’

46-4. ‘the mean hourly data were plotted in (b)’

Response:

46-1-46-3. Done (Fig. 9).

46-4. We have replaced “mean data” with “hourly-mean data (Fig. 9).

47-1. Figure 10: ‘wind speed aloft (1-1200m)’

47-2. Please remove the linear regression for the acoustic speaker or present two legs: one horizontal
from 1.5 to 5.5 m/s and another oblique one for stronger winds.

Response:

47-1. We have replaced “aloft” with “aloft (20-1200 m AGL)” in Fig. 10.

47-2. Done in Fig. 10. However, we have replaced the mean wind speed aloft with the horizontal

displacement for the horizontal axis.
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Fig. 1R. Time height cross section of virtual temperature obseved with RASS

averaged over 2 min.



