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This document contains the authors’ responses to the Editor’s comments. The Editor’s comments are in black, 
followed by the author’s responses in blue. 

 
The new version is significantly improved in relation to the original.  
The authors seem to use the terms OMI aerosol record and OMAERUV interchangeably. For readers unfamiliar 5 
with the OMI aerosol products, there may be some confusion, since officially two OMI aerosol records are 
available. I would suggest the authors to either stick to the ‘OMAERUV record’ on every instance they refer to it, 
or include an initial statement stating that the expressions OMAERUV and OMI aerosol record are used 
Interchangeably throughout in the manuscript.  
Thank you for your correction. We have added the ‘It is also noted that there are two official OMI aerosol level 2 10 
products though, the OMI measurements in this paper only refers to the OMAERUV product.’ (line 255-257) 
 
A few specific comments on the current version are listed below.  
Line 22. Replace ‘acceptable’ with ‘encouraging’  
We have changed it accordingly. ‘The results are encouraging, though at the current phase, the model tends to 15 
overestimate the SSA for relatively absorbing cases and fails to predict SSA for some extreme situations.’ (line 
21-23) 
 
Line 34: Just saying that λ

0 
denotes the reference wavelength does not provide useful information. It should be 

stated that this is the longer wavelength in the pair, and it is used to calculate an assumed wavelength-20 
independent-scene-reflectivity, needed for calculation of the of the I_

λ _
Rayleigh term in Equation (1).  

 
We have added more introduction of the wavelength pair of UVAI. ‘𝜆 is the wavelength where the radiance 
difference between a Rayleigh and a measured scene is calculated, and 𝜆" is the longer wavelength where a 
spectrally constant scene reflectivity is assumed for the calculation of 𝐼$

%&'.’ (line 34-36) 25 
 
Line 42. In addition to the listed aerosol related parameters, the magnitude of the observed UVAI also depends on 
non-aerosol-related factors such as spectral dependence of land surfaces and ocean color effects, sun-glint effects, 
and cloud effects. This clarification should be included.  
This issue was raised in the earlier review to which the authors reply with the statement  30 
‘… the radiance itself is also affected by surface conditions, clouds, atmospheric gases and aerosols. On the other 
hand, the UVAI only contains the information of aerosol absorption…’.  
Their reply reveals a poor understanding of the UVAI concept, since the UVAI is just the measured radiance 
conveniently packed in a single parameter. It includes any observed spectral dependence other than Rayleigh 
scattering.  35 
Thank you for your correction. We have modified our presentation accordingly. ‘Although non-aerosol factors 
exist, such as spectral dependence of the surface, ocean color, sun-glint and cloud contamination, the most 
dominant are aerosol concentration, aerosol vertical distribution and aerosol optical properties (Wang et al., 
2012; Buchard et al., 2017).’ (line 44-46) 
 40 
Line 151. An explanation for the selection criteria UVAI > 1 and CF larger than 0.3 should be added. Is this the 
MODIS CF? If so, 0.3 represents significant contamination.  
Sorry for the confusion. The cloud fraction here is the TROPOMI FRESCO cloud fraction. We may forget to add 
it from the last version manuscript. We have added its source in the manuscript just after introduction of 
TROPOMI ALH product. ‘At the same band, there is TROPOMI FRESCO cloud support product providing 45 
cloud fraction (CF) for mitigating cloud effects as will be explained later (https://scihub.copernicus.eu last 
access: 19 Sept 2018) (Apituley et al., 2017).’ (line 139-141) 
 
The explanation for the pixel selection criteria has been added also. ‘Before implementing radiative transfer 
calculations, pre-processing excludes pixels with large solar zenith angle (𝜃" > 70°), weak aerosol absorption 50 
(UVAI354,388 < 1), insignificant aerosol amount (AOD550 < 0.5) or cloud contamination (CF > 0.3).’ (line 153-
155) 
 
Line 183. Replace ‘better’ with ‘closer to AERONET retrieved SSA’. As stated AERONET SSA does not 
represent the true SSA value.  55 
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We have changed it accordingly. ‘Although our retrieved SSA seems closer to AERONET retrieved SSA than that 
provided in OMAERUV, one should keep in mind that there is only one record for this event, the meteorological 
conditions, combustion phases and even the aerosol compositions may change during the 3-hour time difference.’ 
(line 186-189) 
 60 
Line 245. Although the same wavelength pair (354, 388) is used in the OMAERUV UVAI definition, the way the 
observed radiances are calculated have changed [Torres et al., 2018]. The new definition handles the effect of 
clouds using of Mie Theory (instead of the Lambertian approximation), and reduces significantly the across-track 
angular dependence. It also accounts for wavelength dependence of surface reflectance as well as sun glint over 
the oceans. For cloud-free conditions, the Mie-UVAI is slightly larger than LER-UVAI (~0.3) for nadir-viewing 65 
conditions. The original definition (consistent with that in TROPOMI) is still reported in the OMAERUV as a 
parameter labeled ‘RESIDUE’. Thus, the original definition should be used for algorithm training purposes. This 
is important because the difference between the LER and Mie definitions increases with viewing sensor solar 
zenith angle.  
Thank you for your correction. We have re-collected the OMAERUV (as we did not extract the residue from the 70 
original files at the first place) and re-collocated it to the AERONET data set using the same criteria.  
 
We have added explanations in the manuscript. ‘Note that the UVAI used here is the ‘residue’ field in the original 
OMAERUV product, where the simulated radiance (𝐼$

%&' in Eq.(1)) is calculated by a simple Lambertian 
approximation that is consistent with TROPOMI UVAI (Torres et al., 2018).’ (line 272-274) 75 
 
The following heatmap gives a quick view of how the UVAI and residue correlates with other parameters. The 
correlation between the residue and AOD, AAOD and ALH is relatively higher compared with other parameters, 
but not significantly high (at or less than the level of 0.5) compared with UVAI. As a result, we use a stricter 
criterion that only keeping OMAERUV pixels with cloud fraction smaller than 0.1. This enhance the correlation 80 
between UVAI and AOD, AAOD and ALH (r = 0.66, 0.66 and 0.4, respectively). There is total 5679 samples in 
the training data set. We have the following changes in the manuscript: 
 
‘OMI pixels with 𝜃" larger than 70° or cloud fraction larger than 0.1 are excluded.’ (line 260-261) 
 85 
‘In total 5679 samples are obtained.’ (line 266) 
 
‘The empirical ratio between a training and testing data set is 70% versus 30%, thus there are 3975 samples in 
the training data set and 1704 samples in the testing data set.’ (line 289-290)  
 90 
 
But be noted that in the case applications the input TROPOMI data is still using CF < 0.3 to ensure there is 
collocated pixels with AERONET sites. In the heatmap, the residue seems has a higher dependence on the solar 
zenith angle and the surface albedo, too. But we may only focus on the aerosol related features. We have the 
following changes in the manuscript: 95 
 
 ‘The UVAI also has a dependence on 𝜃", but in this study we only focus on the aerosol related features.’ (line 
281-282) 
 
‘Note that the data includes pixels with CF larger than 0.1 in order to ensure there is satellite measurements 100 
collocated with the AERONET sites (though CF is no larger than 0.3).’ (line 354-356) 
 
‘The input features are selected by the Spearman’s rank correlation coefficients and a priori knowledge on 
relationship between UVAI and only aerosol related features.’ (line 439-440) 
 105 
‘Other non-aerosol features affecting UVAI should be also taken into consideration.’ (line 445-446) 
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The new training data set leads to small changes in the SVR model hyper-parameter C, which is 0.08 (used to be 120 
0.11). The accuracy of the updated SVR is slightly lower than that of the previous one (with UVAI in the training 
data set). The updated SVR tends to predict higher SSA than the previous one, which is as expected, because the 
Mie-UVAI is overall 0.3 larger than the residue. The higher UVAI (if the ALH and AOD keep the same), the 
lower predicted SSA as we described in the sensitivity study in Section 3.5. From the case applications, 5 out of 9 
of the predicted SSA records is within +/- 0.03 difference compared with the AERONET records (used to be 125 
66%), and not all predictions are within +/- 0.05 difference (88%).  
 
We also have updated the Figure.6-15 and figures in Appendix B, and results in Table 3 and 4 accordingly.  

Line 246. In the description of the OMAERUV record, it should be stated that AOD retrievals have been 
validated using the multi-year AERONET aerosol record [Ahn et al., 2014], and, similarly, the SSA parameter 130 
have been evaluated with AERONET Almucantar retrievals [Jethva, et al., 2014]. 

We have added them accordingly. ‘Its AOD was validated by the multi-year AERONET record (Ahn et al., 2014) 
and its SSA was evaluated by AERONET Almucantar retrievals (Jethva et al., 2014).’ (line 252-254) 

Line 426 ‘Acceptable’ is a subjective interpretation. Replace ‘acceptable (+/- 0.02)’ with ‘ +/- 0.02’  
We have changed it accordingly. ‘The accuracy of SVR-predicted SSA is ±0.02, with higher tendency to 135 
overestimate the SSA for relatively absorbing cases.’ (line 441-442) 
 
Cited References  
https://doi.org/10.5194/amt-11-2701-2018Torres, O., Bhartia, P. K., Jethva, H., and Ahn, C.: Impact of the ozone 

monitoring instrument row anomaly on the long-term record of aerosol products, Atmos. Meas. Tech., 11, 140 
2701-2715, , 2018.  

Jethva, H., O. Torres, and C. Ahn (2014), Global assessment of OMI aerosol single-scattering albedo using 
ground-based AERONET inversion, J. Geophys. Res. Atmos., 119, doi:10.1002/2014JD021672.  

10.1002/2013JD020188Ahn, C., O. Torres, and H. Jethva (2014), Assessment of OMI near-UV aerosol optical 
depth over land, J. Geophys. Res. Atmos., 119, 2457–2473, doi:. 145 
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Abstract. The purpose of this study is to demonstrate the role of aerosol layer height (ALH) in quantifying the single 

scattering albedo (SSA) from ultraviolet satellite observations for biomass burning aerosols. In the first experiment, we 

retrieve SSA by minimizing the UVAI difference between observed ones and that simulated by a radiative transfer 

model. With the recently released ALH product of S-5P TROPOMI constraining forward simulations, a significant gap 

in the retrieved SSA (0.25) is found between radiative transfer simulations with spectral flat aerosols and strong 160 
spectral dependent aerosols, implying that inappropriate assumptions on aerosol absorption spectral dependence may 

cause severe misinterpretations of aerosol absorption. In the second part of this paper, we propose an alternative 

method to retrieve SSA based on long-term record of collocated satellite and ground-based measurements using the 

support vector regression (SVR). This empirical method is free from the uncertainties due to the imperfection of a 

priori assumptions on aerosol micro-physics as that in the first experiment. We present the potential capabilities of the 165 
SVR by several fire events happened in recent years. For all cases, the difference between SVR-retrieved SSA and 

AERONET are generally within ±0.05, with over half of samples are within ±0.03. The results are encouraging, 

though at the current phase, the model tends to overestimate the SSA for relatively absorbing cases and fails to predict 

SSA for some extreme situations. The spatial contrast in SSA retrieved by radiative transfer simulations is significantly 

higher than that of SVR, and the latter better agrees with SSA from MERRA-2 reanalysis. In the future, more 170 
sophisticated feature selection procedure and kernel functions should be taken into consideration to improve the SVR 

model accuracy. Moreover, the high resolution TROPOMI UVAI and collocated ALH products will guide us to more 

reliable training data set and more powerful algorithms in quantify aerosol absorption from UVAI records.  

1 Introduction 

The concept of the near-ultraviolet (near-UV) absorbing aerosol index (UVAI) initially came along with the ozone 175 
product of the Nimbus 7/Total Ozone Mapping Spectrometers (TOMS). It detects elevated UV-absorbing aerosol 

layers by measuring the spectral contrast difference between a satellite observed radiance in a real atmosphere and a 

model simulated one in a Rayleigh atmosphere (Herman et al., 1997):  

𝑼𝑽𝑨𝑰 = −𝟏𝟎𝟎 3𝒍𝒐𝒈𝟏𝟎 7
𝑰𝝀
𝑰𝝀𝟎9

𝒐𝒃𝒔
− 𝒍𝒐𝒈𝟏𝟎 7

𝑰𝝀
𝑰𝝀𝟎9

𝑹𝒂𝒚

?  (1) 

Formatted: Font: (Default) Times New Roman

Formatted: Font: (Default) Times New Roman

Formatted: Font: (Default) Times New Roman

Formatted: Font: (Default) Times New Roman

Deleted: and ALH 

Formatted: Heading 2, Line spacing:  1.5 lines

Deleted: 1 Introduction¶180 
Formatted: Font: 10.5 pt, Not Bold, Font color: Auto, (Asian)
Chinese (China), (Other) English (US)
Deleted:  

Deleted: for a given wavelength pair (𝜆 and 𝜆") 

Field Code Changed



5 
 

, where the superscript 𝑜𝑏𝑠 and 𝑅𝑎𝑦 denote the radiance from observations and that from simulations, respectively. 𝐼$ 

and 𝐼$" are the radiance at wavelength 𝜆 and 𝜆". 𝜆 is the wavelength where the radiance difference between a Rayleigh 

and a measured scene is calculated, and 𝜆" is the longer wavelength where a spectrally constant scene reflectivity is 185 

assumed for the calculation of 𝐼$
%&'. Positive UVAI indicates the presence of absorbing aerosols, whereas negative or 

near zero values imply non-absorbing aerosols or clouds (Herman et al., 1997). The over four-decade UVAI 

observations (1978 to present) has been widely used for aerosol research. It would be beneficial to derive aerosol 

absorption properties from the long-term global UVAI records, e.g. the single scattering albedo (SSA), which is the 

ratio of aerosol scattering to aerosol extinction. Aerosols are considered as the largest error source in radiative forcing 190 
assessments (IPCC, 2014), and SSA is one of the key parameters to reduce this uncertainty (Haywood and Shine, 

1995).    

The magnitude of UVAI depends on many factors (Herman et al., 1997; Torres et al., 1998; Hsu et al., 1999; de Graaf 

et al., 2005). Although non-aerosol factors exist, such as spectral dependence of the surface, ocean color, sun-glint and 

cloud contamination, the most dominant are aerosol concentration, aerosol vertical distribution and aerosol optical 195 
properties (Wang et al., 2012; Buchard et al., 2017). To derive SSA from UVAI, the information on other two 

parameters are necessary. The aerosol concentration is usually provided in terms of the aerosol optical depth (AOD). 

There are plentiful AOD products with wide spatial-temporal coverage. By contrast, there is much less information on 

the aerosol vertical distribution. The most well-known aerosol vertical distribution product is provided by the Cloud-

Aerosol Lidar with Orthogonal Polarization (CALIOP), but the number of measurements is limited because of its 200 
narrow tracks (Winker et al., 2009). Passive sensors make efforts on retrieving the aerosol layer height (ALH) from 

columnar measurements. For example, Chimot et al. (2017) present the feasibility of ALH retrieval using the OMI 

oxygen band at 447 nm. Tilstra et al. (2018) developed algorithm to derive absorbing aerosol layer height from 

GOME-2 FRESCO cloud layer height products. Xu et al. (2017; 2019) attend to retrieve ALH from EPIC oxygen 

absorption bands for dust and carbonaceous layers over both land and ocean surfaces.  205 
Recently a new ALH product has been run operationally, based on the measurements at near-Infrared (NIR) oxygen A-

band of the TROPOspheric Monitoring Instrument (TROPOMI) on board the Copernicus Sentinel-5 Precursor (S-5P) 

(Sanders et al., 2015). TROPOMI has a wide swath of 2600 km, providing daily global coverage with a spatial 

resolution of 7×3.5 km2 in nadir. The instrument is equipped with both the UV-visible (270–500 nm) and the near-

infrared (NIR) (675–775 nm) channels, which can simultaneously provide UVAI and the collocated ALH product 210 
(Veefkind et al., 2015).  

The purpose of this paper is to demonstrate the role of the ALH in quantifying aerosol absorption from UVAI using 

newly released TROPOMI level 2 ALH product. At current phase we only focus on the biomass burning aerosols. Two 

experiments are conducted. First, following previous studies (Colarco et al., 2002; Hu et al., 2007; Jeong and Hsu, 

2008; Sun et al., 2018), we build up lookup tables (LUTs) of simulated UVAI for various aerosol optical properties by 215 
radiative transfer models (RTMs). Then SSA is derived by minimizing the difference between pre-calculated UVAI 

and satellite observed ones. The major uncertainties in the retrieved SSA are caused by assumptions on the 

wavelength-dependent refractive index and the availability of reliable aerosol vertical distribution information (Sun et 

al., 2018). Now with the operational TROPOMI ALH constraining forward simulations, it is expected to partly reduce 

the SSA retrieval uncertainty meanwhile quantifying the influence of assumed aerosol properties on the retrieved SSA.  220 
Although the availability of ALH in radiative transfer calculations can improve the SSA retrieval, assumptions on 

aerosol micro-physics remain inevitable. In the second experiment, we therefore propose an empirical method to 

predict aerosol absorption, based on the long-term records of collocated UVAI, ALH, AOD and absorbing aerosol 
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optical depth (AAOD) using machine learning (ML) techniques. ML algorithms learn the underlying behavior of a 250 
system from a given training data set. They are particularly useful to address ill-defined inversion problems in the field 

of geosciences and remote sensing, where theoretical understanding is incomplete but there is a significant amount of 

observations (Lary et al., 2015). We employ ML techniques in order to avoid explicit assumptions on aerosol micro-

physics as made in the first experiment. By now, the ALH observations are not abundant and we will use the ALH 

accompanied in the AOD retrieval from the OMAERUV product in the training procedure (Torres et al., 2013). 255 
Nevertheless, the recent TROPOMI ALH and other future ALH products make such empirical methods of great 

potentials. Various ML algorithms have been developed to deal with classification or regression problems. In this 

paper we choose the support vector regression (SVR), a regression variant form of the support vector machines (SVM) 

(Drucker et al., 1997). Compared with other algorithms (e.g. the Artificial Neural Network), SVR is less sensitive to 

training data size and can successfully work with limited quantity of data (Mountrakis et al., 2011; Shin et al., 2005). 260 
We will present the capability to retrieve SSA from UVAI of using this empirical method with multiple case studies. 

This paper is organized as follows: the first experiment is outlined in section 2, with description on setting radiative 

transfer simulations, and the analysis of the uncertainty trigger by the assumption on aerosol absorption spectral 

dependence; Section 3 starts with introduction of SVR, followed by training data set preparation, SVR model hyper-

parameter tuning, error analysis and case applications. Finally, the major conclusions and implications for future 265 
research are summarized in section 4.  

2 Experiment 1: SSA retrieval using radiative transfer simulations 

In this section, we present the first experiment that retrieves SSA by radiative transfer calculations as done in previous 

studies (Colarco et al., 2002; Hu et al., 2007; Jeong and Hsu, 2008; Sun et al., 2018). Forward radiative transfer 

simulations are realized by the KNMI developed radiative transfer model DISAMAR (Determining Instrument 270 
Specifications and Analyzing Methods for Atmospheric Retrieval) (de Haan, 2011). Fig.1 illustrates the model inputs 

and the procedure. For each pixel, first, aerosol optical properties are computed by Mie theory for various pre-defined 

aerosol models. Then DISAMAR calculates UVAI using the corresponding satellite information: AOD, ALH, the solar 

zenith angle (𝜃"), the viewing zenith angle (𝜃G), the solar azimuth angle (𝜑"), the viewing azimuth angle (𝜑G), surface 

albedo (As) and surface pressure (Ps) of the target pixel. The output of the forward simulations is a LUT of UVAI as a 275 
function of the input SSA (determined by the pre-defined aerosol models), which is fit by a second order polynomial 

function. Finally, by specifying the corresponding satellite observed UVAI, the SSA of the target pixel is estimated 

from the UVAI-SSA relationship. The retrieved SSA is reported at 500 nm in order to compare with the results of the 

SVR method. Section 2.1 will introduce the input parameters in radiative transfer simulations, followed by retrieval 

results in section 2.2. 280 

2.1 Radiative transfer simulation setup 

2.1.1 Aerosol models  

The aerosol models used for the Mie calculations are a combination of the aerosol models in ESA Aerosol_cci project 

(Holzer-Popp et al., 2013) and that in the OMAERUV algorithm (Torres et al., 2007; Torres et al., 2013). We assume a 

fine mode smoke aerosol type and further divide it into 7 subtypes as listed Table 1. We use the particle size 285 
distribution of the fine mode strongly absorbing aerosol of ESA Aerosol_cci project. The geometric radius (𝑟J) is 0.07 

µm (effective radius 𝑟KLL of 0.14 µm) and the geometric standard deviation (𝜎J) is 1.7 (logarithm variance 𝑙𝑛𝜎J of 
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0.53). The real part of the refractive index (𝑛) uses the same value as in the OMAERUV algorithm, which is set to be 

1.5 for all subtypes and spectrally flat. We adopt the imaginary part of the refractive index at 388 nm (𝜅QRR) of the 

OMAERUV smoke subtypes (except for BIO-1 whose 𝜅QRR is 0) in our study and add a subtype with 𝜅QRR equaling to 

0.06.  405 
Many studies have shown evidence that absorption by biomass burning aerosols in the near-UV band has a strong 

spectral dependence (Kirchstetter et al., 2004; Bergstrom et al., 2007; Russell et al., 2010). Accordingly, a constant 

20% ∆𝜅 has been applied to all smoke subtypes in the recent OMAERUV algorithm (Jethva and Torres, 2011), where 

∆𝜅 is defined as the relative difference between 𝜅QTU and 𝜅QRR (i.e. ∆𝜅 = (𝜅QTU − 𝜅QRR)/	𝜅QRR). In this experiment, we 

will investigate how the retrieved SSA responds to the assumed spectral dependence by considering 9 different ∆𝜅 410 
values from 0% (i.e. ‘grey’ aerosols) to 40% (very strong spectral dependence). This corresponds to an Absorbing 

Ångström exponent (𝛼&[\) from 1 to 3.4 and from 1.3 to 4.7, depending on aerosol subtype. Note that the ∆𝜅 is only 

applied between 𝜅QTU and 𝜅QRR. As we only investigate the influence due to aerosol absorption spectral dependence in 

near-UV range in this study, aerosol absorption at wavelengths larger than 388 nm is set equal to that at 388 nm.  

To summarize, the first experiment consists of 9 cases represented by different ∆𝜅. Within each case, there are 7 pre-415 
defined aerosol subtypes with varying 𝜅QRR. Thus, 63 forward simulations are performed for each individual pixel.  

2.1.2 Inputs from satellite 

Fig.1 presents the parameters input for the radiative transfer simulations of UVAI. Satellite measurement geometries 

(𝜃", 𝜃G, 𝜑" and 𝜑G) and the surface pressure (Ps) accompanied with the TROPOMI UVAI reprocessed product 

(https://scihub.copernicus.eu last access: 8 June 2018) are input for the forward simulations. The TROPOMI UVAI is 420 
calculated for two different wavelength pairs. One uses the conventional 340 and 380 nm to continue the heritage of 

UVAI records from multiple sensors, and the other uses 354 and 388 nm in order to allow comparison with OMI 

measurements (D.C. Stein Zweers, 2016). In this study we employ the 354 and 388 nm pair.  

TROPOMI ALH is retrieved at oxygen A-band (759-770 nm), where the strong absorption of oxygen causes the highly 

structed spectrum (https://scihub.copernicus.eu last access: 22 June 2018). This feature is particularly suitable for 425 
elevated optically dense aerosol layers (Sanders et al., 2015; Sanders and de Haan, 2016). The ALH is reported in both 

altitude and pressure. For the forward radiative transfer calculations, the input aerosol profile is parameterized 

according to the settings in ALH retrieval algorithm: a one-layered box shape profile, with central layer height derived 

from TROPOMI and an assumed constant pressure thickness of 50 hPa (Sanders and de Haan, 2016). At the same 

band, there is TROPOMI FRESCO cloud support product providing cloud fraction (CF) for mitigating cloud effects as 430 
will be explained later (https://scihub.copernicus.eu last access: 19 Sept 2018) (Apituley et al., 2017). 

The TROPOMI AOD product has not been operational, thus we use AOD from the Level 2 product MYD04 

(Collection 6) of Aqua MODIS (http://dx.doi.org/10.5067/MODIS/MYD04_L2.006 , last access: 17 July 2019). Aqua 

has an overpass time similar to S-5P (13:30 local time). The AOD at 550 nm used in the RTM-based method is a 

combination of the Deep_Blue_Aerosol_Optical_Depth_550_Land and the Effective_Optical_Depth_Op55um_Ocean 435 
(Levy et al., 2013).  

The surface albedo that used to retrieve TROPOMI UVAI is currently not available in the product. Instead, we use the 

Aura/OMI Level 3 Lambertian equivalent reflectance (LER) monthly climatology calculated from measurements 

between 2005 and 2009 (Kleipool et al., 2008) (Kleipool, 2010) (http://dx.doi.org/10.5067/Aura/OMI/DATA3006, last 

access: 26 September 2018). TROPOMI on S-5P and OMI on Aura have similar overpass times (13:30 local time) and 440 
measuring geometries (Levelt and Noordhoek, 2002) (Veefkind et al., 2015).  
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Due to different spatial resolutions, TROPOMI ALH, OMI LER climatology and MODIS AOD are resampled onto the 

TROPOMI UVAI grid. Before implementing radiative transfer calculations, pre-processing excludes pixels with large 

solar zenith angle (𝜃" > 70°), weak aerosol absorption (UVAI354,388 < 1), insignificant aerosol amount (AOD550 < 0.5) 

or cloud contamination (CF > 0.3). 445 

2.2 SSA retrieved by radiative transfer simulations 

In the first experiment, we focus on one of the largest fire events that happened in southern California in 2017, i.e. the 

Thomas Fire (http://www.fire.ca.gov/current_incidents/incidentdetails/Index/1922 ). Fig.A1 in Appendix shows the 

RGB plume captured by MODIS on 12 December 2017. A brown smoke plume produced by the Thomas Fire was 

blown away from the continent and transported northwards. The major part of the plume was over the ocean and under 450 
cloud free condition, which is favorable for space-borne aerosol observations. There are totally 5217 pixels in this 

case. Fig.2 presents the UVAI, ALH and AOD after pre-processing. The highest UVAI appeared at the south part of 

the plume, where both aerosol loading and aerosol layering are relatively high (AOD > 2 and ALH is over 2.5 km). 

Fig.3a displays the mean SSA of all plume pixels retrieved by the RTM-based method as a function of ∆𝜅. The 

retrieved aerosol absorption decreases with ∆𝜅. This finding is in good agreement with Jethva and Torres (2011). 455 
‘Gray’ aerosols require stronger absorption to reach the same level of UVAI than ‘colored’ aerosols. This also explains 

the high SSA standard deviation (filled area) in the cases with little or no spectral dependence in aerosol absorption. 

The large variability in retrieved SSA (from 0.69±0.13 to 0.94 ±0.03) demonstrates that inappropriate assumptions on 

the spectral dependence of near-UV aerosol absorption may significantly bias interpretations of smoke aerosol 

absorption and should be carefully handled in forward radiative transfer calculations.  460 
The retrieved aerosol absorption is compared with the nearby the version 3 level 1.5 AERONET inversion product 

(https://aeronet.gsfc.nasa.gov last access: 4 June 2019). Only one site is within 50 km from TROPOMI plume pixels 

(UCSB, (119.845°W,34.415°N)) with only one record for this case. The SSA at 500 nm at 18:54:47 UTC is 0.98 (sky 

radiance error 15.8%), which is nearly 3 hours ahead of TROPOMI overpass. There are 15 TROPOMI collocated 

pixels to UCSB with distance within 50 km and time difference within 3 hours. Hereafter we call them AERONET-465 
collocated pixels. As illustrated in Fig.3b, the mean SSA of the collocated pixels also increases with ∆𝜅 and eventually 

levels off at around 0.96. The extremely low SSA and high variation (0.57±0.25) retrieved for ‘gray’ aerosols prove 

that the spectral independence assumption is not recommended for smoke aerosols.  

The differences between the mean SSA of the collocated pixels and the AERONET measurement are shown in Fig.3c. 

The retrieved SSA starts falling inside the uncertainty range of AERONET (±0.03) (Holben et al., 2006) when ∆𝜅 is 470 
25%, where the plume SSA is 0.90±0.05 and the AERONET-collocated SSA is 0.96±0.02 (Table 2). Table 2 also 

presents the SSA accompanied in AOD retrieval from OMAERUV version 3 product 

(http://dx.doi.org/10.5067/Aura/OMI/DATA2004 last access: 17 October 2018). OMI pixels are collocated to the 

AERONET site in the same way as TROPOMI. The SSA of the OMAERUV-AERONET collocated pixels is 0.06 

lower than that of AERONET, which indicates a 20% spectral dependence of aerosol absorption in OMAERUV 475 
algorithm may be not sufficient for this case. Although our retrieved SSA seems closer to AERONET retrieved SSA 

than that provided in OMAERUV, one should keep in mind that there is only one record for this event, the 

meteorological conditions, combustion phases and even the aerosol compositions may change during the 3-hour time 

difference.  

Fig.4 presents the spatial distribution of retrieved AAOD and SSA when ∆𝜅 is 25%, which shows a strong 480 
heterogeneity in the horizontal direction. The plume center is most absorbing, where SSA is even less than 0.70. The 
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SSA gradually increases when the plume transported northwards. SSA is expected to be low near source flaming 

regions (Eck et al., 1998; Eck et al., 2003; Eck et al., 2013) while SSA may become higher when aerosols age during 

transport (Reid et al., 2005; Lewis et al., 2009).The strong spatial variability in SSA is mainly controlled by the 

heterogeneity of the UVAI (Fig.3a) through the one-to-one numerical relationship. This relationship may differ from 485 
one pixel to another as the algorithm focuses on one-pixel retrieval each time. Depending on the combustion phase and 

meteorological conditions, heterogeneity in aerosol properties is expected for plume of this size. Nevertheless, whether 

such a large SSA difference 0f 0.38 (maximum SSA – minimum SSA, Table 2) is reasonable needs further 

investigations (discussed in Section 3.6.3).  

3 Experiment 2: SSA retrieval using support vector regression 490 

In this section, we propose an empirical method to derive SSA as an alternative of the radiative transfer simulations 

presented in the first experiment. The motivation is that the assumptions on aerosol micro-physics in forward 

simulations are inevitable, whereas our knowledge to them is inadequate (particularly the aerosol absorption spectral 

dependence). An inappropriate assumption may lead to significant bias in retrieved SSA (Fig.3). On the other hand, 

SVR (and other ML algorithms) is applicable to solve ill-posed inversion problems by learning the underlying 495 
behavior of a system from a given data sets without such a priori knowledge on aerosol micro-physics. In this paper, 

we construct an SVR model with UVAI, AOD and ALH as input features and AAOD as the output, then derive the 

SSA by the following relationship: 

𝑺𝑺𝑨 = 𝟏 −	
𝑨𝑨𝑶𝑫
𝑨𝑶𝑫  (2) 

The procedure of SVR prediction is presented in Fig.5. We start with a brief introduction of the SVR algorithm, 

followed by input feature selection (section 3.2), training and testing data set preparation (section 3.3), SVR model 500 
hyper-parameters tuning (section 3.4), error analysis (section 3.5) and case applications (section 3.6).  

3.1 Support vector regression 

SVR (Drucker et al., 1997) is the regression variant of SVM, a supervised non-parametric statistical algorithm initially 

devised by Cortes and Vapnik (1995). SVM algorithm is suitable to solve problems of small training data sets with a 

high-dimensional feature space and can provide excellent generalization performance (Durbha et al., 2007; Yao et al., 505 
2008), which has been applied extensively to solve remote sensing problems (Lary et al., 2009; Mountrakis et al., 

2011; Noia and Hasekamp, 2018). The basic ideal of SVM in classification problems is finding an optimal hyperplane 

in a high-dimensional feature space maximizing the margin between the two classes to minimize misclassifications 

(Durbha et al., 2007). The same principle is applied to regression problems, SVR attends to find an optimal hyperplane 

that maximizes the margin of tolerance in order to minimize the prediction error. The error within the margin does not 510 
contribute to the total loss function, while samples on the margin are called support vectors.  

For the detailed mathematical formulation of SVR algorithm one can refer to Smola and Scholkopf (2004). Briefly, 

given the training data with n observations {(x1, y1), (x2, y2), …, (xn, yn)}, assuming the statistical model as the 

following: 

𝒚 = 𝒓(𝒙) + 𝜹 (3) 

, where x is a multivariate input and y is a scalar output with length n. 𝛿 is the independent zero mean random noise. 515 
The input x is first mapped onto a feature space with dimension of m by a non-linear transformation, then a linear 

model 𝑓(𝑥) is constructed based on it: 
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𝒇(𝒙) =i𝝎𝒋

𝒎

𝒋m𝟏

𝒈𝒋(𝒙) + 𝒃 
(4) 

, where the 𝑔o(𝑥) is the non-linear transformation, 𝜔o is the model parameter vector and 𝑏 is the bias. SVR tries to find 

the optical model from a set of approximate functions 𝑓(𝑥). An approximate function is assessed by the loss function. 

In SVR, the loss function is defined as 𝜀-insensitive loss:	

𝑳s𝒚, 𝒇(𝒙)u = v
𝟎	

|𝒚 − 𝒇(𝒙)| − 𝜺		
𝒊𝒇	|𝒚 − 𝒇(𝒙)| ≤ 𝜺
𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆

	 (5) 

Then the total empirical risk is: 750 

𝑹(𝝎) =
𝟏
𝒏i𝑳s𝒚𝒊, 𝒇(𝒙𝒊)u

𝒏

𝒊m𝟏

	
(6) 

SVR performs linear regression in high-dimension feature space using 𝜀-insensitive loss, meanwhile reduce the model 

complexity by minimizing the norm ‖𝜔‖�. By introducing non-negative slack variables (𝜉�	and 𝜉�∗) to measure the 

deviations of errors outside 𝜀, SVR problems can be formulated as following: 

𝒎𝒊𝒏𝒊𝒎𝒊𝒛𝒆	
𝟏
𝟐‖𝝎‖

𝟐 + 𝑪i(𝝃𝒊 + 𝝃𝒊∗)
𝒏

𝒊m𝟏

 

s.t. 
�

𝒚𝒊 − 	𝒇(𝒙𝒊) ≤ 𝜺 + 𝝃𝒊∗

𝒇(𝒙𝒊) − 𝒚𝒊 ≤ 𝜺 + 𝝃𝒊
𝝃𝒊, 𝝃𝒊∗ ≥ 𝟎

 

(7) 

, where C is a positive regularization constant determining the trade-off between model complexity and the degree to 

which deviations larger than 𝜀 are penalized. The optimization problem can be transferred into the dual problem by 755 
introducing Lagrange multipliers (𝛼� and 𝛼�∗) and the solution becomes: 

𝒇(𝒙) =i(𝜶𝒊 − 𝜶𝒊∗)

𝒏

𝒊m𝟏

𝑲(𝒙𝒊, 𝒙) + 𝒃	

s.t. 𝟎 ≤ 𝜶𝒊, 𝜶𝒊∗ ≤ 𝑪	

(8) 

, where 𝐾(𝑥�, 𝑥) is the kernel function that is positive semi-definite in order to satisfy Mercer’s theorem. The kernel 

function makes the SVR able to solve non-linear problems.  

According to the description above, we know that SVR generalization performance and estimation accuracy depend on 

the regularization constant C, the width of the tolerance margin 𝜀 and the kernel function 𝐾(𝑥�, 𝑥). We will discuss 760 
how to determine the three hyper-parameters in section 3.3.   

3.2 Feature selection based on OMI and AERONET observations 

Although SVR is able to deal with high-dimensional input features, feature selection is still important for 

generalization performance, computational efficiency and interpretational issues (Weston et al., 2001). Many 

sophisticated approaches have been devised for feature selection (Guyon and Elisseeff, 2003). In this study we choose 765 
features based on our empirical knowledge of UVAI and the Spearman’s rank correlation coefficients (𝜌).  

3.2.1 Collocating OMI and AERONET observations 

The feature selection is based on the collocated OMAERUV version 3 product 

(http://dx.doi.org/10.5067/Aura/OMI/DATA2004 last access: 17 October 2018) and AERONET version 3 level 1.5 

inversion product (https://aeronet.gsfc.nasa.gov, last access: 4 June 2019). The OMAERUV is currently the only 770 
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satellite product containing a long-term UVAI, AOD, SSA and corresponding ALH (Torres et al., 2007; 2013). Its 

AOD was validated by the multi-year AERONET record (Ahn et al., 2014) and its SSA was evaluated by AERONET 

Almucantar retrievals (Jethva et al., 2014). The ALH is the best-guessed either from CALIOP climatology or assumed 

ALH in the retrieval (if the CALIOP climatology is not available) (Torres et al., 2013). As a result, one should keep in 

mind that the ALH from OMAERUV may suffer from the uncertainties of CALIOP climatology and a priori 780 
assumptions, and collocation error between OMI pixels and CALIOP footprint. It is also noted that there are two 

official OMI aerosol level 2 products though, the OMI measurements in this paper only refers to the OMAERUV 

product. 

We collect the measurements of OMAERUV and AERONET from 2005-01-01 to 2017-12-31. OMI pixels with 𝜃" 

larger than 70° or cloud fraction larger than 0.1 are excluded. Then OMI observations are considered as collocated 785 
with an AERONET site if their spatial distance is within 50 km and their temporal difference is within 3 hours. To 

ensure consistency between the different measurement techniques (ground-based and space-borne), we also exclude 

samples if the SSA difference between OMAERUV and AERONET is larger than 0.03, or the AOD difference 

between OMAERUV and AERONET is larger than 5%. The AERONET SSA and AAOD are linearly interpolated to 

500 nm as OMAERUV reports them at this wavelength. In total 5679 samples are obtained. Fig.B1 in the Appendix 790 
shows the global distribution of the collocated OMAERUV-AERONET samples. Note that these samples are not 

restricted to biomass burning areas, but may also contain other aerosol types. 

3.2.2 Feature selection  

The OMAERUV-AERONET joint data set consists of following parameters: UVAI calculated by 354 and 388 nm 

wavelength pair, satellite geometries, surface albedo, surface pressure and ALH from OMAERUV, and SSA, AOD 795 
and AAOD from AERONET. Note that the UVAI used here is the ‘residue’ field in the original OMAERUV product, 

where the simulated radiance (𝐼$
%&' in Eq.(1)) is calculated by a simple Lambertian approximation that is consistent 

with TROPOMI UVAI (Torres et al., 2018). Fig.6 presents the Spearman’s rank correlation coefficients matrix (r) of 

those parameters. It is clear that except for AAOD, SSA is barely associated with other parameters. The correlation 

between UVAI and SSA is rather low (r = -0.25). On the other hand, AAOD is highly associated with UVAI (r = 800 
0.66) as well as AOD (r = 0.66) as it carries information on both aerosol absorption and aerosol loading. Therefore, it 

is preferred to predict AAOD from given UVAI and derive SSA via in Eq. (2) afterwards rather than to directly predict 

SSA from UVAI. Besides, as mentioned previously, AOD and ALH are the major factors influencing UVAI, which is 

also reflected by the relatively stronger correlation (r = 0.4). Consequently, we construct an SVR model with UVAI, 

ALH and AOD as the input features, and AAOD as the output. The UVAI also has a dependence on 𝜃", but in this 805 
study we only focus on the aerosol related features. 

3.3 Preparing training and testing data sets  

The SVR model is trained and tested base on the OMAERUV-AERONET joint data set containing 8616 samples as 

described in the last section (consisting of UVAI, ALH from OMAERUV, and AOD, AAOD from AERONET). We 810 
further partition it into a training and a testing data set, respectively. The testing data set is used to evaluate the 

generalization performance of an SVR model trained by training data set, in order to avoid high bias (underfitting) or 

high variance (overfitting) problems. The empirical ratio between a training and testing data set is 70% versus 30%, 

thus there are 3975 samples in the training data set and 1704 samples in the testing data set. 
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3.4 SVR hyper-parameters tuning 900 

As described in section 3.1, the generalization performance and model accuracy of the SVR depends on the following 

hyper-parameters: (1) the width of insensitive zone 𝜀. The cost function does not consider errors in the training data as 

long as their deviation to the truth is smaller than 𝜀; (2) the regularization constant C that determines the trade-off 905 
between model complexity and the degree to which deviations larger than 𝜀 are penalized; (3) choice of the kernel and 

its parameters. We adopt the methodology from (Cherkassky and Ma, 2004), where SVR parameter C and 𝜀 can be 

directly determined from the statistics of training data set: 

𝑪 = 𝒎𝒂𝒙(|𝒚 + 𝟑𝝈𝒚|, |𝒚 − 𝟑𝝈𝒚|) (9) 

𝜺 = 𝟑𝝈
�
𝒍𝒏	(𝒏)
𝒏  

(10) 

, where 𝑦 and 𝜎' are the mean and standard deviation of the output parameter in the training data set, 𝜎 is the input 

noise level (we set it to 0.001) and 𝑛 is the number of training samples. The determined values for C and 𝜀 are in Table 910 
3. We employ the widely used radial basis function (RBF) kernel function to solve the non-linearity in the SVR model. 

Compared with other kernel functions, RBF is relatively less complex and more efficient. The RBF kernel is defined 

as: 

𝑲(𝒙𝒊, 𝒙) = 𝒆𝒙𝒑
�
−‖

𝒙𝒊 − 𝒙‖𝟐

𝟐𝒑𝟐 �
 

(11) 

, where 𝑝 is the kernel width parameter that reflect the influencing area of support vectors. This parameter is 

determined by hyper-tuning on the testing data set (Durbha et al., 2007) (explained below).  915 
The RMSE of training process may overestimate the accuracy of an SVR model, because the training and predicting 

process are based on the same data set. Instead, an independent testing data set is used to represent the accuracy of the 

SVR model. The difference of model accuracy between training and testing process reflects the generalization 

performance of the SVR model. An ideal SVR model should output a low level RMSE meanwhile the discrepancy 

between training and testing process is also small. If the RMSE of testing process is much larger than that of training 920 
process, then the SVR may suffer from overfitting problems. Fig.7 shows the hyper-parameter tuning process. The first 

row is the RMSE of training process as a function of C and 𝜀. The second row is the RMSE relative difference between 

testing process and training process. Column indicate different values of 𝑝. The cross marker indicates values of the C 

and 𝜀 determined by the Eq. (9) and (10). It is clear that when 𝑝�=1.67, the RMSE of training process is relatively 

small, meanwhile the model accuracy difference between training process and testing process is also small. The final 925 
value of C, ε and 𝑝 that will be applied in case studies are listed in Table 3. The corresponding RMSE of AAOD 

predicted by the training process and testing process are at level of 0.01 (Fig.8a). 

3.5 Error analysis 

The error sources of SSA retrieval using SVR model depends on the model accuracy as well as the quality of input 

data. The model accuracy can be represented by the RMSE of the testing process (0.01). As shown in Fig.8a, the SVR 930 
model has difficult predicting AAOD larger than 0.05, where most significant biases appear at this range. The 

uncertainty in AAOD is passed to the SSA by Eq. (2). Fig.8b shows the retrieved SSA in training and testing process. 

It is noted that the predicted SSA is overall positively biased, particularly in relatively stronger absorption cases (SSA 

<0.90). The bias is possibly due to that in the feature domain, the UVAI is relatively strongly correlated to others (i.e. 

Deleted: To summarize this section, 3 SVR models are applied in 935 
this paper: first, an SVR is used to predict ALH in an intermediate 
step to improve the quality of the original training data set. This is a 
temporary solution only applied in this paper due to the lack of 
observational information concerning aerosol vertical distribution. 
The remaining 2 SVR models are used to predict AAOD with the 940 
original OMI ALH and the adjusted ALH, respectively. Fig.5 shows 
the procedure of the SVRs for ALH (indicated in purple) and AAOD 
(indicated in green) prediction. Table 2 also summarizes the input 
features, output parameter and the corresponding data sources of the 
3 SVR models discussed in this sub-section. All input features are 945 
scaled into the range between 0 and 1 (min-max normalization) 
before training.¶
3.2.3

Deleted:  

Deleted: training process and 950 
Deleted: For the mathematical formulation of SVR algorithm one 
can refer to Smola and Scholkopf (2004). Briefly, SVR tries to find 
the coefficient 𝜔 and the bias b of a linear model by minimizing the 
function:¶
𝟏
𝟐 ‖𝝎‖

𝟐 + 𝑪∑ 𝑳𝜺(𝒚𝒊, 𝒈(𝒙𝒊)𝑻𝝎 + 𝒃)𝒏
𝒊m𝟏955 ... [9]

Deleted: SVR can be solved by specifying a kernel function 
Ks𝑥�, 𝑥ou = 𝑔(𝑥�)�𝑔s𝑥ou which is positive defined so that the 
Mercer’s theorem is satisfied (Tuia et al., 2011). ¶
It is clear that 

Deleted:  𝜎 that concerns the influencing area of support vectors960 
Formatted: Font: 10.5 pt
Deleted:  (Eq.(B1) and (B2) in the Supplement). 

Deleted: employ 

Deleted: a 

Deleted:  applied in this pa

Deleted: . The kernel parameter 𝜎 is determined by965 
Formatted: Font: 10.5 pt



13 
 

AOD and ALH), which may contain redundant information that adversely impact model performance (Weston et al., 

2001; Durbha et al., 2007). More sophisticated feature selection scheme is suggested to reduce the redundancy, e.g. 

Minimum Redundancy Maximum Relevance (mRMR, Peng et al., 2005). Moreover, the RBF kernel function may not 

capable enough to solve the non-linearity among the training data sets. The accuracy of SSA predict by testing data set 

is ±0.02, where 82% samples falling the uncertainty range (±0.03) of the true SSA (AERONET) and their accuracy is 970 
even higher (±0.01).  

The error the retrieved SSA due to the input features may come from the observational or retrieval uncertainties in 

each parameter. In our case, the typical UVAI bias requirement is at magnitude of 1 (Lambert et al., 2019). It is 

reported TROPOMI UVAI suffers from the long-term downward wavelength-dependent trend in irradiance 

(Rozemeijer and Kleipool, 2018). The detected degradation in UVAI354,388 is around 0.2 since August 2018 (Lambert 975 
et al., 2019). The typical accuracy of TROPOMI ALH is 50 hPa, though in some situations the bias may over this 

value (e.g. low aerosol loading over bright surface) (Sanders et al., 2016). Depending on the retrieval algorithm the 

uncertainty of MODIS AOD is ±0.05+15%AODAERONET (Dark Target algorithm) (Levy et al., 2010) or 

±0.03+0.2AODMODIS (Deep Blue algorithm) (Sayer et al., 2013). The SSA sensitivity to input features is presented in 

Fig.9. We use the mean value of each parameter in the OMAERUV-AERONET data set as reference values (Fig.B2, 980 
UVAI = 1.59, ALH = 2.96 km, AOD = 0.39), the corresponding SSA value is 0.94. The positive bias of UVAI always 

leads to underestimation in SSA, unless the aerosol layer is located at a relatively high altitude or aerosol loading is 

low. Conversely, the insufficient UVAI causes the overestimation in SSA, except for cases where ALH is low or AOD 

is high. The sensitivity of SSA to UVAI is weaker when the aerosol layer is close to surface or at a very high altitude. 

The sensitivity of SSA to UVAI always increases with AOD.  985 

3.6 Case applications 

Once the hyper-parameters are determined (Section 3.4), the trained SVR model is ready to predict aerosol absorption. 

The first application is the California fire event in 2017 December (Section 3.6.2), the same as that in the first 

experiment. To demonstrate the generalization capability of the SVR model, we also apply it to other fire events as 

long as there are collocated TROPOMI and MODIS measurements and AERONET-retrieved SSA to compare with 990 
(Section 3.6.2).  

For all applications, the input parameters in the SVR model are TROPOMI UVAI (calculated by 354 and 388 nm 

wavelength pair), TROPOMI ALH and MODIS AOD, respectively. The MODIS AOD at 550 nm is converted to 500 

nm using the Ångström exponent (a) provided by the collocated AERONET site. Note that the data includes pixels 

with CF larger than 0.1 in order to ensure there is satellite measurements collocated with the AERONET sites (though 995 
CF is no larger than 0.3). 

3.6.1 California fire event on 12 December 2017 

Fig.10 presents the retrieved AAOD and corresponding SSA. It is noted that in the center of the plume, where UVAI 

and AOD are higher while ALH is relatively lower (Fig.2). The SSA should be smaller to compensate the low altitude 

of the aerosol layer according to Fig.9. However, the SVR retrieved SSA is even higher than its surroundings. It is 1000 
because that at this region, the UVAI and AOD are outside of the distribution of corresponding parameters shown in 

Fig.B2. The 13-year OMAERUV-AERONET joint data cannot cover some extreme situations. The reason could be the 

size of the joint data is relatively small as a result of data availability and collocation criteria, or the quality of the joint 
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data suffers from observational or retrieval uncertainties. As a result, the SVR model fails to handle the input values 1035 
outside the range of training data set. 

The SSA of the all plume pixels is 0.94±0.01 (including the failed-predicted pixels) and that for the AERONET-

collocated pixels (pixels within 50 km from UCSB) is 0.97±0.01 (Table 4). These values may be overestimated while 

the standard deviation may be underestimated because of the SVR prediction failures of some samples. The SSA 

difference relative to the AERONET retrieval is only 0.01, which is within the uncertainty range of AERONET 1040 
(±0.03).  

3.6.2 Other case applications  

To present the generalization performance of SVR, we apply it to other fire events as long as there is collocated 

information from TROPOMI, MODIS and AERONET. The same pre-processing as the previous case is applied to 

exclude pixels with UVAI smaller than 1, AOD smaller than 0.5 or CF larger than 0.3.  1045 
Fig.11-13 present California fire events during 9-11 November 2018. The plumes were over ocean but partly 

contaminated by the underlying clouds (Fig.A2-A4 present the Aqua MODIS RGB images). Fig.14 shows the Canada 

fire event on 29 May 2019. The case was over land (Fig.A5 present the Aqua MODIS RGB image), which means the 

brighter surface may cause higher bias in the input AOD and ALH than cases over dark surfaces (Remer 2005; Sanders 

and de Haan, 2016).  1050 
The retrieved SSA for above events is listed in Table 4. Similar to the California 2017-12-12 case, The SVR fails to 

retrieve reasonable SSA for pixels if input features outside their corresponding histogram in the OMAERUV-

AERONET data (Fig.2B), which may cause overestimations in plume mean SSA. The plume SSA of two California 

fire events are similar, with values around 0.94-0.95. The retrieved SSA for the Canada fire is relatively higher (0.97) 

We further plot the SSA retrieved by SVR against collocated AERONET records (black crosses in Fig.15). Including 1055 
the first case (California fire on 2017-12-12), there are 9 collocated records obtained. The difference between SVR-

retrieved SSA and AERONET are alomost within difference of ±0.05, among which over half (5 out of 9) fall in 

AERONET SSA uncertainty range (±0.03). We also provide SSA from OMAERUV for these cases (Table 4 and blue 

circles in Fig.15). Compared with OMAERUV, the SSA retrieved by SVR shows a better consistency with 

AERONET, though one should keep in mind that the accuracy of SVR-retrieved SSA is ±0.02 and the model tends to 1060 
overestimate the SSA for relatively absorbing cases. 

3.6.3 Spatial variability of retrieved SSA 

Compared with Fig.4b, the spatial variability of SSA retrieved by SVR is less strong (Fig.10-14), whose difference 

between maximum and minimum SSA falls in range from 0.09 to 0.10 (Table 4). In the first experiment, SSA is 

determined by UVAI for each pixel individually. In the SVR model, the spatial variability of the intermediate output 1065 
AAOD depends on the three input features. Furthermore, SVR predicts SSA for each pixel based on the common 

relationship between UVAI, AOD and ALH in the training data set. 

Heterogeneity in aerosol properties is expected for plume of this size, but to what extend needs further investigations. 

Here we assess the SSA spatial variability of by an independent data set. We employ the SSA calculated by AOD and 

scattering AOD from MERRA-2 aerosol reanalysis hourly single-level product 1070 
(https://disc.gsfc.nasa.gov/datacollection/M2T1NXAER_5.12.4.htm last access: 16 July 2019). The AOD and aerosol 

properties of MERRA-2 are proved to be in good agreement with independent measurements (Buchard et al., 2017; 
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Randles et al., 2017). The MERRA-2 AOD and SSA for these cases are shown in Appendix C. The plume can be 

detected by the high AOD against its surrounding. Although the plume presented by the satellite observations 

significantly differs from that of model simulations, the SSA spatial difference within the plume is approximately at 1085 
magnitude of 0.1. From this aspect, the spatial variability of SSA retrieved by the SVR model is in better agreement 

with MERRA-2.  

4 Conclusions 

The long-term record of global UVAI data is a treasure to derive aerosol optical properties such as SSA, which is 

important for aerosol radiative forcing assessments. To quantify aerosol absorption from UVAI, the information of 1090 
AOD and ALH is necessary. There are various AOD products while ALH products are much less accessible. Recently, 

the TROPOMI oxygen A-band ALH product has been run operationally, using which we demonstrate the role of ALH 

in quantifying SSA from satellite retrieved UVAI for biomass burning aerosols.  

In the first experiment, we derive the SSA by forward radiative transfer simulation of UVAI for a fire event in 

California on 2017-12-12. With the TROPOMI ALH, we are able to quantify the influence of assumed spectral 1095 
dependence of near-UV aerosol absorption (represented by the relative difference between 𝜅QTU and 𝜅QRR) on the 

retrieved SSA. A significant gap in plume mean SSA (0.25) between ‘gray’ and strong spectral dependent aerosols 

(∆𝜅=0% and 40%, respectively) implies that inappropriate assumptions on spectral dependence may significantly bias 

the retrieved aerosol absorption. The SSA difference between AERONET and collocated pixels becomes smaller than 

the uncertainty of AERONET (±0.03) when ∆𝜅=25%. The corresponding plume SSA of 0.90±0.05 and the 1100 
AERONET-collocated pixels SSA of 0.96±0.02.  

In the second part of this paper, we propose a statistical method based on the long-term records of UVAI, AOD, ALH 

and AAOD using an SVR algorithm, in order to avoid making assumptions on aerosol absorption spectral dependence 

over near-UV band. The SVR model is trained by 5679 collocated global observations from OMAERUV and 

AERONET during the period from 2005 to 2017. The SVR-retrieved SSA for the California fire event on 2017-12-12 1105 
is 0.97±0.01, which is 0.01 lower than that of AERONET. The SVR algorithm is also applied to other cases. Consider 

all case applications, the results are encouraging: the SSA discrepancy between retrieval and AERONET for almost all 

collocated samples are within ±0.05 difference and over half of them fall in the AERONET uncertainty range (±0.03). 

One should keep in mind the SVR model tends to overestimate the SSA for relatively absorbing cases (e.g. 

SSA<0.90), and sometimes fails to predict reasonable SSA when the input values fall outside the range of the 1110 
corresponding parameters in the training data set. 

In terms of spatial variability, the SSA retrieved by radiative transfer simulations significantly differs from that 

retrieved by SVR. Spatial heterogeneity in SSA is expected, but to what extent needs further investigations. We 

employ the SSA provided by MERRA-2 aerosol reanalysis as a reference, whose spatial difference within smoke 

plume is approximately at magnitude of 0.1. The spatial pattern of SSA retrieved by SVR agrees better with this 1115 
finding. 

In this study, we present the potential to retrieve SSA based on the long-term data records of UVAI, ALH, AOD and 

AAOD using a statistical method. The motivation is to avoid a priori assumptions on aerosol micro-physics as we 

made in radiative transfer simulations. At the current phase, the algorithm we choose is SVR as the size of the training 

data set is relatively small. The input features are selected by the Spearman’s rank correlation coefficients and a priori 1120 
knowledge on relationship between UVAI and only aerosol related features. The model hyper-parameters are 

analytically determined. The accuracy of SVR-predicted SSA is ±0.02, with higher tendency to overestimate the SSA 
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for relatively absorbing cases. The OMAERUV-AERONET data set cannot cover some extreme situations, as a result, 

the SVR fails to predict reasonable SSA when the input values fall outside the range of the corresponding parameters 

in the training data set. In the future, more sophisticated feature selection techniques and kernel functions should be 

considered to improve the accuracy the algorithm. Other non-aerosol features affecting UVAI should be also taken into 1255 
consideration. Moreover, the high-resolution TROPOMI level 2 UVAI and ALH products are expected to significantly 

increase the size of training data set and improve the quality of the training data set, which will reduce the 

computational failures of the SVR model and even guide use to more powerful algorithms (e.g. ANN) to retrieve SSA. 
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Figure 1: Procedure of the radiative transfer simulation of UVAI. The aerosol models come from that of ESA Aerosol_cci (Holzer-1400 
Popp et al., 2013) and that of OMAERUV algorithm (Torres et al., 2007; Torres et al., 2013). The satellite inputs are the 

TROPOMI measurement geometry and ALH, the MODIS AOD and the OMI surface climatology. The aerosol profile is 

parameterized as a one-layered box shape profile, with the central layer height set to be the TROPOMI ALH and an assumed 

constant pressure thickness of 50 hPa.  
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Figure 2: Satellite data from California fire event on 2017-12-12: (a) TROPOMI UVAI calculated by reflectance at 354 and 388 

nm; (b) TROPOMI ALH (unit: km); (c) MODIS AOD at 550 nm.  

 1410 

 
Figure 3: SSA retrieved by radiative transfer simulations as a function of ∆𝜿 (∆𝜿 = (𝜿𝟑𝟓𝟒 − 𝜿𝟑𝟖𝟖)/𝜿𝟑𝟖𝟖): (a) SSA mean and 

standard deviation (filled region) of plume pixels; (b) SSA mean and standard deviation (filled region) of the 15 AERONET-

collocated pixels; (c) absolute difference between the mean SSA of the 15 collocated pixels and the AERONET retrieval.  
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Figure 4: Retrievals of radiative transfer simulations for California fire event on 2017-12-12 when ∆𝜿=25% (∆𝜿 = (𝜿𝟑𝟓𝟒 −

𝜿𝟑𝟖𝟖)/𝜿𝟑𝟖𝟖): (a) retrieved AAOD at 500 nm; (b) retrieved SSA at 500nm.  
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Figure 5: Procedure of the support vector regression (SVR).  
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Figure 6: Spearman’s rank correlation coefficient matrix (𝝆) of parameters in the OMAERUV-AERONET joint data set.  
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Figure 7: The performance of SVR model as a function to hyper-parameters (C, 𝜺 and 𝒑). The cross marker represents the values 

of C and 𝜺 according to Cherkassky and Ma (2004).  𝒑𝟐 equaling 1.67 is sufficient to obtain a relatively high accuracy, meanwhile 

prevents overfitting on the training data set.   1505 
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Figure 8: The accuracy of the trained SVR model: (a) the predicted AAOD at 500 nm against true AAOD at 500 nm. The dashed 1525 
line is the 1:1 line and the solid line is the linear fitting for the testing data set; (b) the predicted SSA at 500 nm against true SSA at 

500 nm. The grey and red color indicates samples in training and testing data set, respectively. The values inside parenthesis is the 

statistics for samples fall in AERONET uncertainty of 0.03.  

 
Figure 9: The sensitivity of the SVR-retrieved SSA: (a) the response of predicted SSA at 500 nm as a function of changes in UVAI 1530 
and ALH; (b) the response of predicted SSA at 500 nm as a function of changes in UVAI and AOD.  
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Figure10: SVR retrievals for California fire event on 2017-12-12: (a) retrieved AAOD at 500 nm; (b) retrieved SSA at 500 nm.   

 

 1535 
Figure11: SVR retrievals for California fire event on 2018-11-09: (a) TROPOMI UVAI calculated by reflectance at 354 and 388 

nm; (b) TROPOMI ALH; (c) MODIS AOD at 550 nm; (d) retrieved AAOD at 500 nm; (e)  retrieved SSA at 500 nm.  

 

 
Figure12: SVR retrievals for California fire event on 2018-11-10: (a) TROPOMI UVAI calculated by reflectance at 354 and 388 1540 
nm; (b) TROPOMI ALH; (c) MODIS AOD at 550 nm; (d) retrieved AAOD at 500 nm; (e) retrieved SSA at 500 nm.  

 

 
Figure13: SVR retrievals for California fire event on 2018-11-11: (a) TROPOMI UVAI calculated by reflectance at 354 and 388 

nm; (b) TROPOMI ALH; (c) MODIS AOD at 550 nm; (d) retrieved AAOD at 500 nm; (e) retrieved SSA at 500 nm.  1545 
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Figure14: SVR retrievals for Canada fire event on 2019-05-29: (a) TROPOMI UVAI calculated by reflectance at 354 and 388 nm; 

(b) TROPOMI ALH; (c) MODIS AOD at 550 nm; (d) retrieved AAOD at 500 nm; (e) retrieved SSA at 500 nm.  1550 
 

 
Figure15: SVR-retrieved SSA (black cross) and OMAERUV-retrieved SSA (blue circle) against AERONET SSA at 500 nm for all 

5 cases in this study.  
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Table 1 Aerosol models used in forward radiative transfer calculations. ∆𝜿 is the relative difference between k354 and k388, defined 

as ∆𝜿 = (𝜿𝟑𝟓𝟒 − 𝜿𝟑𝟖𝟖)/	𝜿𝟑𝟖𝟖. 

Geometri

c radius 

(𝑟J) 

Effective 

radius 

(𝑟KLL) 

Geometry 

standard 

deviation 

(𝜎J) 

Variance 

(𝑙𝑛𝜎KLL) 

Refractive 

index real 

part (n) 

Spectral 

dependence (∆𝜅)  

Refractive index 

imaginary part at 

354 nm 

(k354) 

Refractive index 

imaginary part of 

other wavelengths 

(≥388 nm) 

0.07 µm 0.14 µm 1.7 0.53 1.5 0%, 5%, 10%, 

15%, 20%, 25%, 

30%, 35% and 

40%  

 (1 + ∆𝜅)×k388 

 

0.005 

0.010 

0.020 

0.030 

0.040 

0.048 

0.060 
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Table 2 Retrieved SSA by the radiative transfer simulations for the California fire on 2017-12-12. 

Retrieval methods Number of 

plume 

pixels 

Retrieved SSA 

(plume pixels) 

SSAmax – SSAmin Retrieved SSA 

(collocated-pixels) 

AERONET 

SSA 

OMAERUV 

SSA 

RTM with 

∆𝜅=25% 

5217 0.90±0.05 0.38 0.95±0.02 0.98 0.92±0.01 

 
Table 3 Values for hyper-tuning decided regularization constant C, the width of the insensitive zone 𝜺 and the BRF kernel 

parameter 𝒑𝟐.  

 SVR hyper-parameters 

Parameters C 𝜀 𝑝� 

 Values 0.09 0.0001 1.67 

 1585 
Table 4 SVR-retrieved SSA. If there is no standard deviation followed, then it indicates there is only one record. 

Case Num. of 

Plume 

pixels 

Retrieved 

SSA (plume 

pixels) 

SSAmax – 

SSAmin 

Collocated 

AERONET 

SSA 

(collocated-

pixels) 

AERONET 

SSA 

OMAERUV 

SSA 

California 2017-12-12 5217 0.94±0.01 0.09 UCSB 0.97±0.01 0.98 0.92±0.01 

California 2018-11-09 1944 0.94±0.01 0.10 Santa_Monica_Colg 0.93±0.01 0.89±0.06 0.89±0.06 

California 2018-11-10 2184 0.94±0.02 0.10 CalTech 0.96±0.01 0.89±0.07 - 

    Fresno_2 0.93±0.02 0.91±0.01 - 

    Modesto 0.94±0.01 0.92±0.01 0.96±0.01 

    USC_SEAPRISM_2 0.93±0.00 0.90 - 

California 2018-11-11 2815 0.95±0.02 0.09 Modesto 0.98±0.00 0.96±0.01 0.95±0.00 

Canada 2019-05-29 8013 0.97±0.02 0.10 Fort_McKay 0.97±0.02 0.95±0.00 0.93 

    Fort_McMurray 0.98±0.01 0.93 1.00 
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Appendix 

Part A: Case information 

 1635 
 
Figure A1: Smoke plume captured by Aqua MODIS for California fire event on 2017-12-12 

(source:https://gibs.earthdata.nasa.gov). The red regions indicate fires and thermal anomalies.  
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  1640 

 
 

Figure A2: Smoke plume captured by Aqua MODIS for California fire event on 2018-11-09 

(source: https://gibs.earthdata.nasa.gov). The red regions indicate fires and thermal anomalies.  
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  1645 

 
 

Figure A3: Smoke plume captured by Aqua MODIS for California fire event on 2018-11-10 

(source: https://gibs.earthdata.nasa.gov). The red regions indicate fires and thermal anomalies.  
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  1650 

 
 

Figure A4: Smoke plume captured by Aqua MODIS for California fire event on 2018-11-11 

(source: https://gibs.earthdata.nasa.gov). The red regions indicate fires and thermal anomalies.  
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 1655 

 
 

Figure A5: Smoke plume captured by Aqua MODIS in for Canada fire event on 2019-05-29 

(source: https://gibs.earthdata.nasa.gov). The red regions indicate fires and thermal anomalies.  
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Part B: OMI-AERONET joint data set (based on global data from 1 January 2005 to 31 December 2017).

 
Figure B1: Global distribution of OMAERUV-AERONET joint data set. The color indicates the number of observations. Note that 1665 
all aerosol types are included. 

Figure B2: Statistics of the OMAERUV-AERONET joint data set: (a) OMAERUV UVAI calculated from reflectance at 354 and 

388 nm; (b) OMAERUV ALH; (c) AERONET AOD at 500 nm; (d) AERONET AAOD at 500 nm; (e) AERONET SSA at 500 nm.  
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Part C: MERRA-2 aerosol reanalysis. 

 
Figure C1: MERRA-2 M2T1NXAER averaged between 12:00 and 15:00 local time for California fire event on 2017-12-12: 

(a) AOD at 500 nm; (b) SSA at 500 nm. 

 1675 

Figure C2: MERRA-2 M2T1NXAER averaged between 12:00 and 15:00 local time for California fire event on 2018-11-09: 

(a) AOD at 500 nm; (b) SSA at 500 nm.  
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Figure C3: MERRA-2 M2T1NXAER averaged between 12:00 and 15:00 local time for California fire event on 2018-11-10: 

(a) AOD at 500 nm; (b) SSA at 500 nm.  1680 

 

Figure C4: MERRA-2 M2T1NXAER averaged between 12:00 and 15:00 local time for California fire event on 2018-11-11: 

(a) AOD at 500 nm; (b) SSA at 500 nm.  
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 1685 

Figure C5: MERRA-2 M2T1NXAER averaged between 12:00 and 15:00 local time for Canada fire event on 2019-05-29: (a) AOD 

at 500 nm; (b) SSA at 500 nm.  
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