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Abstract. A method is proposed for determining the height of the turbulent mixing layer on the basis of the vertical profiles 

of the dissipation rate of turbulent energy, which is estimated from lidar measurements of the radial wind velocity using 

conical scanning by a probe beam around the vertical axis. The accuracy of the proposed method is discussed in detail. It is 

shown that for the estimation of the mixing layer height (MLH) with the acceptable relative error not exceeding 20%, the 

signal-to-noise ratio should be no less than -16 dB, when the relative error of lidar estimation of the dissipation rate does not 10 

exceed 30%. The method was tested in a six day experiment in which the wind velocity turbulence was estimated in smog 

conditions due to forest fires in Siberia in summer 2019. The results of the experiment reveal that the relative error of 

determination of the MLH time series obtained by this method does not exceed 10% in the period of turbulence 

development. The estimates of the turbulent mixing layer height by the proposed method are in a qualitative agreement with 

the MLH estimated from the distributions of the Richardson number in height and time obtained during the comparison 15 

experiment in spring 2020. 

1 Introduction 

The turbulent mixing layer in the lower part of the Earth’s atmosphere has an important role in the vertical transport of 

moisture, small gas constituents, pollutants, and heat from the surface to the upper layers of the atmosphere. The turbulent 

mixing layer height is usually understood to be the thickness of the layer adjacent to the ground, in which incoming 20 

substances become completely vertically distributed throughout the layer owing to convection or turbulence for an hour 

(Stull,1988; Garratt,1994; Bonin et al., 2018). Among other factors (Garratt, 1994), the mixing layer height strongly depends 

on the intensity of wind turbulence. 

There are different technical facilities that are widely used for turbulent parameters estimation in the atmospheric 

boundary layer (ABL) and determining the mixing layer height. Doppler sodars, radio acoustic systems, and Doppler lidars 25 

are the most suitable for this task, as they allow for meteorological data to be measured in real time with the required space 

and time resolution (Bonin et al., 2018; Emeis et al., 2008; Hogan et al., 2009; Tucker et al., 2009; Pichugina and Banta, 

2010; Barlow et al., 2011; Helmis et al., 2012; Schween et al., 2014; Vakkari et al., 2015; Huang et al., 2017; Petenko et al., 
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2019). From the data of lidar measurements, the variance of radial velocity 2
( )

r
h , variances of vertical 2

( )
w

h  and 

horizontal 2
( )

u
h  and 2

( )
v

h  wind vector components, turbulence kinetic energy (TKE) ( )E h , and turbulent energy 

dissipation rate ( )h  can be estimated at different heights h . 

In Bonin et al., 2018; Hogan et al., 2009; Tucker et al., 2009; Pichugina and Banta, 2010; Barlow et al., 2011; Schween et 

al., 2014; Vakkari et al., 2015; Huang et al., 2017, the mixing layer height (MLH) 
mix

h  was determined from the decrease in 5 

the variance 2
( )h  ( , , ,r w u v   are indexes for designating the radial, vertical and two horizontal components of wind 

velocity vector, respectively) with height h  down to some minimum threshold value 2

mix
( )h Thr   , at which the turbulence 

intensity becomes insufficient for efficient air mixing. The variances and MLH were estimated from pulsed coherent 

Doppler lidar (PCDL) data through the use of various measurement strategies and data processing algorithms (Bonin et al., 

2018; Hogan et al., 2009; Tucker et al., 2009; Pichugina and Banta, 2010; Barlow et al., 2011; Schween et al., 2014; Vakkari 10 

et al., 2015; Huang et al., 2017; Manninen et al., 2018): (i) in the fixed strictly vertical direction of the probing beam 

(vertical stare mode), (ii) by scanning in vertical plane, and (iii) by conical scanning by a beam around the vertical axis at a 

certain elevation angle  . In Bonin et al., 2018, the “composite fuzzy logic approach” based on the use of all three 

measurement geometries was applied to determine 
mix

h .  

According to analysis (Tucker et al., 2009), lidar measurements of the vertical profile of the variance of vertical velocity 15 

2
( )

w
h  in the fixed vertical probing direction provide the best accuracy of estimation of the mixing layer height 

mix
h . 

However, it was shown (Bonin et al., 2018) that this is not always the case. In particular, during the propagation of internal 

gravity waves (IGWs), this method may significantly overestimate 
mix

h , and it becomes necessary to perform high-

frequency filtering of the data.  

The turbulence energy dissipation rate, as well as variances of the fluctuations of wind vector components, characterizes 20 

the turbulence (air mixing) intensity and can also be used for the estimation of 
mix

h . This was done for the first time in 

Vakkari et al., 2015, in which the diurnal profile of 
mix

( )h t , where t  is time, was determined from the space-time 

distributions of the dissipation rate ( , )h t . The dissipation rate ( , )h t  was estimated from temporal spectra of the vertical 

velocity measured by lidar in the fixed strictly vertical direction of the probing beam with the use of the Taylor “frozen 

turbulence” hypothesis (O’Connor et al., 2010).  25 

A method for estimating the turbulence energy dissipation rate ( , )h t  from lidar data obtained with the use of conical 

scanning by a lidar probing beam around the vertical axis was developed in Banakh and Smalikho, 2013; Smalikho and 

Banakh, 2017. This measurement geometry does not require invoking the frozen turbulence hypothesis. In contrast to 

O’Connor et al., 2010, this method (Banakh and Smalikho, 2013; Smalikho and Banakh, 2017) takes into account the spatial 

averaging of the radial velocity. The algorithm for calculating the error of the lidar estimation of the dissipation rate by this 30 

method (Banakh and Smalikho, 2013; Smalikho and Banakh, 2017) can be found in Banakh et al., 2017. It was shown in 



3 

 

Smalikho and Banakh, 2017 that, in the case of moderate and strong turbulence and a sufficiently high signal-to-noise ratio 

SNR( )h , when a relative error in estimating   does not exceed 30%, the accuracy of lidar estimates of the turbulence 

energy dissipation rate is, as a rule, markedly higher than the accuracy of estimation of the variances of different wind vector 

components from lidar data. The estimate of ( )h  remains reliable even during the appearance of IGWs with quite a high 

amplitude of harmonic oscillations of wind vector components (Banakh and Smalikho, 2018; Banakh et al., 2020). 5 

In this paper, we report the results of estimating the turbulent mixing layer height from measurement data of the pulsed 

coherent Doppler lidar Stream Line obtained with the use of conically scanning by a probing beam. The mixing layer height 

mix
( )h t  is determined from the height–temporal distributions of lidar estimates of the turbulence energy dissipation rate. The 

used data were obtained during smog conditions due to forest fires in Siberia in summer 2019. In this period the signal-to-

noise ratio SNR  was abnormally high for micropulse low energy lidars such as Stream Line (pulse energy about 10  J). 10 

This gave us the opportunity to obtain vertical profiles of turbulence in the entire mixing layer. In contrast to previous works 

in this subject, the accuracy of estimation of the turbulent mixing layer height from lidar data is analyzed. The examples of 

comparison of the estimates of the turbulent mixing layer height from the dissipation rate and from the height-temporal 

distrbutions of the Richardson number obtained during an experiment in spring 2020 are listed in the paper as well.  

2 Method for determination of the turbulent mixing layer height from PCDL data 15 

obtained by conical scanning 

It was shown in Smalikho and Banakh, 2017 that PCDL data obtained with the use of conical scanning by a probing beam 

around the vertical axis under the elevation angle   could be used to estimate not only wind speed and direction but also 

space-time distributions of estimates of wind turbulence parameters. These parameters are the dissipation rate ( , )h t , the 

variance of the radial velocity 
2
( , )

r
h t , and the integral scale of longitudinal correlation of turbulent fluctuations of radial 20 

velocity ( , )
V

L h t . If the angle is   = 35.3°, then, with an allowance made for the relation 
2

(3 / 2)
r

E   (Eberhard et al., 

1989), two-dimensional TKE distributions ( , )E h t  can be assessed as well.  

The method for obtaining the time series of the turbulent mixing layer height 
mix

( )h t  from PCDL data measured by 

conical scanning by a probing beam consists of the following. A probing beam is rotated around the vertical axis z  at the 

angle   to the horizontal with a constant angular rate and the azimuth angle   (the angle between the projection of the 25 

beam axis on the horizontal plane and the axis x ) varying from 0° to 360°. During the scanning, the probing volume moves 

at the height sinh R   along the circle of the base of the probing cone at a distance R from the lidar. 

After the primary processing of coherently detected echo signals of PCDL, we obtained arrays of estimates of the signal-

to-noise ratio SNR( , ; )
k m

R n  and the radial velocity ( , ; )
L k m

V R n . Here, SNR is the ratio of the average heterodyne signal 

power to the noise power in a 50-MHz bandwidth, and the radial velocity is a projection of the wind vector onto the optical 30 
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axis of the probing beam. The estimates of SNR  and radial velocity 
L

V  are functions of the distance from the lidar to the 

center of probing volume
0k

R R k R   , azimuth angle 
m

m   , and the scan (full azimuth scan of 360 degree at a 

certain elevation angle) number n . Here, 0, 1, 2, ..., 1k K  ; R  is the range gate length; 0,1, 2, ..., 1m M  ; 

 =360/ M  is the resolution in the azimuth angle, 1, 2, 3, 4, ...,n N . 

The method (Smalikho and Banakh, 2017) for determining wind turbulence parameters from the array of lidar estimates of 5 

the radial velocity obtained with conical scanning is applicable if the probability 
b

P  of a bad (false) estimate of the radial 

velocity is close to zero (for example, at 4
10

b
P


 ). The instrumental error 

e
  of a good estimate of the radial velocity 

(Frehlich and Yadlowsky, 1994; Banakh and Smalikho, 2013) and the probability 
b

P  depend on the signal-to-noise ratio 

SNR , which decreases with distance. The smaller the SNR , the larger 
e

  and 
b

P . Thus, the maximum range for the 

probing of wind turbulence 
1K

R


 is determined by the value of SNR . The distances 
k

R  correspond to heights sin
k k

h R  . 10 

On the assumption that the wind field is a stationary process (within one hour) and statistically homogeneous along the 

horizontal (within the circle of the base of the scanning cone), the array ( , ; )
L k m

V R n  was used to estimate the vector of the 

mean wind velocity ( ) { , , }
k z x y

h V V V        V , where 
z

V  is the vertical component and 
x

V , 
y

V  are the horizontal 

components of the wind vector { , , }
z x y

V V VV , by the sine wave fitting method (Banakh and Smalikho, 2013). Angular 

brackets indicate the average of an ensemble of realizations. Then, the array of random components of estimates of radial 15 

velocities is calculated as 

( , ; ) ( , ; ) ( ) ( )
L k m L k m m k N

V R n V R n h      S V , (1) 

where ( ) {sin , cos cos ,cos sin }
m m m

     S  is the unit vector along the optical axis of the probing beam, and 

/ 2 1

/ 2

1
( ) ( )

n N

N

n n N

f n f n n
N

 

 

     is the average of N  scans. The averaged (over all azimuth angles 
m

 ) variance 
2

L
  and the 

azimuthal structure function ( )
L l

D   of the fluctuations of radial velocity measured by the lidar are calculated from this 20 

array for every height 
k

h  by the following equations: 

1
2 2

0

1
[ ( , ; )]

M

L L k m N

m

V R n
M

 




   , (2) 

1
2

0

1
( ) [ ( , ; ) ( , ; )]

M l

L l L k m l L k m N

m

D V R n V R n
M l

   
 



     

 , (3) 

where 
l

l    and 1,2,3,4,...l  .  
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According to Smalikho and Banakh, 2017, the turbulence energy dissipation rate   is determined by the azimuthal 

structure function ( )
L l

D  , which is calculated from the lidar data measured within the inertial subrange of turbulence by the 

following equation:  

3
2

1
( ) ( )

( ) ( )

L l L

k k

D D

A l y A y

 


 
  

   

, (4) 

where ( )A y  is the theoretically calculated function, the equation for which can be found in (Smalikho and Banakh, 2017), 5 

cos
k k

y R     (   is in radians),  and 2l  . Then, the variance of radial velocity fluctuations 2

r
  averaged over all 

azimuth angles 
m

  is estimated as (Smalikho and Banakh, 2017)  

2 2 2 3

1
( ) / 2 [ ( ) ( ) / 2]

r L L k k
D F y A y         . (5) 

The function ( )F y  in Eq. (5) is defined in Smalikho and Banakh, 2017. 

Equations (4) and (5) are used to obtain estimates of 2

r
  and   at different heights 

k
h  and at different instants 

n
t n t

  , 10 

where 0,1,2,...,n N  , t  is defined by the duration of the scan scan
t T  , and N   depends on the duration of 

measurements. For 24-hour measurements, N  can be found from the equation N t = 24 h. The mixing layer height 
mix

h  

for every instant 
n

t   is determined from the vertical profiles of 2

r
  or   obtained for this instant at the height, where 2

r
  or 

  decrease with height 
k

h  down to the corresponding minimum threshold values 2

mix
( )

r
h Thr   or 

mix
( )h Thr  , at which 

the turbulence intensity is already insufficient for efficient mixing of air.  15 

The algorithm for the evaluation of the mixing layer height is based on the serial search of values of 
2
( )

r k
h  or ( )

k
h  at 

different heights 
k

h , starting from the minimum height 
0

h  up to the height at which the velocity variance or the dissipation 

rate decreases to the threshold Thr  or Thr


, respectively. When assessing the time series of the mixing layer height 

mix
( )

n
h t   from the height–temporal distributions ( , )

k n
h t  , we use Thr

  = 10-4 m2/s3, which corresponds to the lower 

boundary of moderate turbulence. With weak turbulence   10-4 m2/s3, the turbulent mixing of air may be considered to be 20 

insignificant. The same threshold was used in Vakkari et al., 2015. For estimation of the MLH from the radial velocity 

variance profiles we use the threshold Thr = 0.1 m2/s2. According to the calculation using Eq.(1) in the paper by Banakh and 

Smalikho (2019), at such threshold values (   = 10-4 m2/s3 and 
2

r
  = 0.1 m2/s2 ), the integral scale of turbulence 

V
L  is 

approximately 200 m in the case of lidar measurement at elevation angle of 60°. Such 
V

L  is quite consistent with the results 

of our measurements in the daytime at heights of 200 - 600 m. Therefore, we used this threshold (0.1 m2/s2 ) for the radial 25 

velocity variance. 
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3 Experiment during forest fires in Siberia in 2019 

To study the atmospheric boundary layer in the air with intense smoke due to forest fires in Siberia in 2019, we conducted a 

lidar experiment on the measurement of wind turbulence parameters and determination of diurnal variations of the mixing 

layer height. Continuous measurements by the Stream Line lidar (Halo Photonics, Brockamin, Worcester, United Kingdom) 

were carried out from July 20 to 29 of 2019 in the territory of the Basic Experimental Observatory (BEO) of the Institute of 5 

Atmospheric Optics SB RAS in Tomsk suburbs (56.481430 N, 85.099624 E). During the experiment, the probing beam was 

focused to a distance of 500 m. Conical scanning by the probing beam around the vertical axis at the alternating elevation 

angles 35.3° and 60° was used. For the accumulation of raw lidar data, 
a

N  = 7500 (until 12:30 22 July 2019) and 
a

N  = 

3000 (after 12:30 on July 22, 2019) laser shots were used. The pulse repetition frequency was 
p

f  = 15 kHz. Thus, the 

duration of the measurements of an array of radial velocities ( , ; )
L k m

V R n  for each azimuth angle 
m

  was, respectively, 10 

/
a p

t N f  = 0.5 and 0.2 s. The time for one scan was 
scan

T = 60 s. The azimuth resolution was o
360 / M   = 3°, where 

M = 
scan

/T t  = 120 is the number of rays per scan at 
a

N  = 7500, and  = 1.2°, M = 300 at 
a

N  = 3000. The range gate 

length was R  = 18 m. At the beginning of the experiment, we set the maximum range 
1K

R


 equal to 2100 m (maximum 

measurement heights 
1K

h


 of 1213 m and 1818 m at elevation angles of 35.3° and 60°, respectively), but after 12:30 on July 

22, 2019 the maximum range 
1K

R


 was increased to 3000 m (
1K

h


 of 1734 m and 2600 m at elevation angles of 35.3° and 15 

60°, respectively). 

During the experiment, the optical characteristics of the atmosphere varied considerably. Most of the time, the aerosol 

backscatter coefficient far exceeded the background level owing to the smog from the forest fires. The signal-to-noise ratio 

SNR  was abnormally high for lidars such as Stream Line and sometimes achieved 0 dB in the cloudless atmosphere at a 

height of 500 m when scanning at an elevation angle of 60°. It can be seen from the data for SNR on 20 and 21 July 2019 in 20 

Figure 5a. Under these conditions, with the method of filtered sine wave fitting (FSWF) (Smalikho, 2003), we succeeded in 

retrieving the vertical profiles of wind speed and direction up to a height of 2.5 km. Unfortunately, during the lidar 

measurements on July 26 and 27, there was a series of technical failures (rather lengthy), which made the obtained data 

unusable. In the last two days of the experiment, the smog disappeared, and the atmosphere became so clear that the echo 

from distances exceeding 500 m was very weak: SNR < -16  dB. Estimates of wind turbulence parameters from the data 25 

obtained at this SNR  have a relative error exceeding 30% (the method for calculating the error is described in papers by 

Banakh et al.(2017 and 2020)). In some time intervals of July 20, 22, 24 and 25 (white areas in Figure 5a for SNR ), the 

lidar measurements were carried out under conditions of dense fog or low cloudiness, which were serious obstacles to 

obtaining information about wind and turbulence in the entire atmospheric boundary layer and, correspondingly, to accurate 

determining the mixing layer height from lidar measurements. Thus, we have data measured by the lidar for 6 days (from 20 30 

to 25 July 2019) and which can be used to determine the height of the mixing layer.  
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Each of the obtained arrays of estimates of the signal-to-noise ratio SNR( , ; )
k m

R n  and the radial velocity ( , ; )
L k m

V R n  

contained two sub-arrays, SNR ( , ; )
i k m

R n  and ( , ; )
Li k m

V R n , where the subscript i  = 1 corresponds to measurements at the 

elevation angle   = 
1

  = 35.3° (odd scan numbers n ), and i  = 2 corresponds to measurements at   = 
2

  = 60° (even n ). 

The elevation angle   was alternated from 60° on 35.3° or vice versa during the time interval   1.5 s. The height–

temporal distributions of the absolute value of the speed ( , )
i ki n

U h t   and direction angle ( , )
Vi ki n

h t   of the horizontal wind 5 

and the vertical wind velocity ( , )
i ki n

W h t  , where sin
ki k i

h R  , 
0 scan

2( )
n i

t t n T 
    , 0,1,2,...n  , were calculated from 

the arrays ( , ; )
Li k m

V R n  through the methods of direct and filtered sine-wave fitting (Banakh and Smalikho, 2013). The height–

temporal distributions of the signal-to-noise ratio SNR ( , )
i ki n

h t   for every n -th scan were found as a result of averaging 

SNR ( , ; )
i k m

R n  over all the azimuth angles 
m

 . 

4 Results of the experiment 10 

First, we will consider the results of lidar measurements in a cloudless atmosphere (at least up to height of 1800 m) and at 

the highest signal-to-noise ratio. Figure 1 shows the height–temporal distributions SNR ( , )
i ki n

h t  , ( , )
i ki n

U h t  , ( , )
Vi ki n

h t  , 

and ( , )
i ki n

W h t   obtained from measurements on July 21 of 2019. Owing to the smog, the signal-to-noise ratio was high, and 

at an elevation angle of 60°, it exceeded -10 dB for the entire day in the 1-km atmospheric layer adjacent to the ground. Most 

of the time, in the layer above 500 m, 
1 2

SNR ( ) SNR ( )h h  at the same height h  since the echo signal travels a longer 15 

distance at smaller elevation angles. The analysis of wind data for this day shows that for the 30-min moving average of lidar 

estimates of wind velocity vector components, there are practically no differences between 
1
( , )U h t  and 

2
( , )U h t  or between 

1
( , )

V
h t  and 

2
( , )

V
h t  up to a height of 1200 m. 

From the obtained arrays of lidar estimates of the radial velocity 
1
( , ; )

L k m
V R n  and 

2
( , ; )

L k m
V R n , the height–temporal 

distributions of the turbulence energy dissipation rate ( , )
i ki n

h t   and the variance of radial velocity 
2
( , )

ri ki n
h t   up to heights 20 

of 1200 m ( i  = 1, elevation angle   = 35.3°) and 1800 m ( i  = 2,   = 60°) were calculated by Eqs. (1)-(5). In the 

calculations with Eqs. (2) and (3), we took N  = 15. For scanning at two angles at 
scan

T = 60 s, this corresponds to the 

approximately 30-min average of measured data. The calculated results are shown in Figs. 2 and 3. The black color in these 

figures and in Fig. 5 represents a lack of data because of their low quality owing to an insufficiently high signal-to-noise 

ratio (Banakh et al., 2017).  25 

A comparison of the data in Figs. 2a and 2b for the lower 1-km layer of the atmosphere demonstrates the closeness of the 

estimates 
1
( , )h t  and 

2
( , )h t  obtained from measurements at different elevation angles, which is in agreement with the 

results of Banakh and Smalikho, 2019 and confirms the assumption of horizontal homogeneity of the turbulent wind field. 
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The difference in the estimates of the radial velocity 2

1
( , )

r
h t  and 2

2
( , )

r
h t  measured at different elevation angles (see Figs. 

3a and 3b) is more significant than that for the dissipation rate and is caused by the anisotropy of wind turbulence (Banakh 

and Smalikho, 2019). 

The mixing layer height 
mix

h  was determined from the obtained height–temporal distributions of ( , )
i k n

h t   and 

2
( , )

ri k n
h t   for every instant 

n
t   with the use of the relations 2

mix
( )

r
h Thr   = 0.1 m2/s2 and 

mix
( )h Thr   = 10-4 m2/s3. The 5 

maximum height of the estimation of the temporal MLH series was 1.2 km for the measurements at an elevation angle of 

35.3° and 1.8 km for the measurements at an angle of 60°. The minimum height was 
0

h  = 60 m. If the estimates of 2

0
( , )

r n
h t 

 

or 
0

( , )
n

h t 
 at a height of 60 m were smaller than the corresponding threshold, we did not estimate of the mixing layer height 

for such cases. If the estimates of 2

0
( , )

r n
h t 

 or 
0

( , )
n

h t 
 at the maximum height exceeded the threshold, we took 

mix
h  to be 

equal to the maximum height of retrieval of the vertical profiles of turbulence parameters. 10 

Figure 4 shows the diurnal time series of 
mix

( )
n

h t   obtained from the height–temporal distributions of the dissipation rate 

and the variance of radial velocity shown in Figs. 2 and 3. One can see that for the diurnal series of the turbulent mixing 

layer height retrieved from measurements of the dissipation rate at elevation angles of 35.3° and 60°, we have, with rare 

exceptions, rather close results. The temporal series 
mix

( )
n

h t   calculated from the variances differ more widely as a result of 

turbulence anisotropy (Banakh and Smalikho, 2019).  15 

Since the temporal MLH series found from estimates of the dissipation rate at different elevation angles differ 

insignificantly, for other days of the experiment, we calculated 
mix

( )
n

h t   from the estimates of the dissipation rate obtained 

by scanning at an elevation angle 60°. The signal-to-noise ratio SNR  at heights above 500 m is markedly higher at an 

elevation angle of 60° than at  = 35.3° (Figs. 1a and 1e). Thus, measurements at 60° provide an estimation of turbulence 

intensity at higher levels. 20 

Figure 5 shows the height–temporal distributions over of the signal-to-noise ratio, wind velocity, wind direction angle, and 

turbulent energy dissipation rate, retrieved from lidar measurements during 6 days of the considered experiment. From the 

data for the SNR, it can be seen that in the morning hours of July 20, 22, and 25, there was cloudiness at low heights, which 

rose over time due to convection. During the first 3 days of the experiment, the wind was predominantly north. From 11:00 

to 19:00 on July 21 (see Figs. 1c and 1g, as well), the wind direction changed to the west and there were significant changes 25 

in the wind direction with height, which is apparently the reason for the local minimum of the mixing layer height at about 

15:00 (see Figure 4). From about 12:00 on July 23rd to 18:00 on July 24th the wind was predominantly southerly.  

Using the data in Figure 5 for the dissipation rate ( , )
k n

h t 
 and the threshold 

mix
( )h Thr   = 10-4 m2/s3, we obtained the 

dependence of the height of the mixing layer on time 
mix

( )
n

h t   during 6 days of the experiment (from 20th to 25th July 

2019). The time series 
mix

( )
n

h t   are shown in Figure 6. One can see from Figure 6 that on July 20 and 25, the time series of 30 

MLH are practically identical during the period from 8:00 to almost 12:00. In both cases, the increase in 
mix

h  was 
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accompanied by the rise of the cloud base due to convection (see Figure 5a for SNR). It follows from Figure 6 that between 

12:00 and 18:00 in the daytime, the mixing layer height varied widely between 400 and 1800 m.  

From 00:00 to 07:00 in the morning and 21:00 to 24:00 in the evening, when the temperature stratification, according to 

data of sonic anemometers employed in this experiment, was stable, approximately in half of the cases the MLH could not 

been estimated, since the values of the dissipation rate at the lowest height (
0

h  = 60 m) were less than the threshold of 10-4 5 

m2/s3. The choice of the minimum height 
0

h  = 60 m in the measurements at the elevation angle   = 60° is explained by the 

fact that the minimum range of the pulsed coherent Doppler lidar should be no smaller than the two lengths of the probing 

volume (Smalikho et al., 2015). Used in the experiment range gate length R  = 18 m corresponds to a 120 ns time window. 

Hence, according to calculations by Eq. (2.34) in Banakh and Smalikho, 2013, the Stream Line lidar emitting 170 ns pulses 

formed a probing volume with a longitudinal dimension of 30 m.  10 

The results shown in Figure 6 do not contradict the known experimental data relatively to estimates of the absolute values 

of the mixing layer height at different times of the day and night (Tucker et al., 2009; Barlow et al., 2011; Vakkari et al., 

2015; Huang et al., 2017; Bonin et al., 2018; Manninen et al., 2018). Nevertheless, we made an attempt to determine the 

accuracy of the lidar estimate of the mixing layer height for conditions of this experiment. 

5 Error of MLH estimation 15 

The accuracy of MLH estimation from the PCDL data obtained with the use of conical scanning is determined by the error 

of estimation of the turbulence energy dissipation rate in the relatively thin atmospheric layer centered at the height 
mix

h . To 

determine this error, we calculated not only height–temporal distributions of the dissipation rate ( , )
k n

h t   but also 

instrumental errors of lidar estimation of the radial velocity ( , )
e k n

h t   by Eq. (23) from Smalikho and Banakh, 2017. Then, 

the relative errors of lidar estimation of the turbulence energy dissipation rate ( , )
k n

E h t  (
1 2

2ˆ( / 1) 100%E         , ̂  20 

is estimate and   is true dissipation rate) were calculated with the use of the distributions of the dissipation rate ( , )
k n

h t   

and the instrumental error ( , )
e k n

h t   by Eqs. (6)-(11) from Banakh et al., 2017, and the time series of this error 
mix

( ( ))
n

E h t   

at heights 
mix

( )
n

h t   were determined. 

Figure 7 illustrates the behavior of the relative error 
mix

( ( ))
n

E h t   for the diurnal time series of MLH shown in Figure 6. It 

follows from Figure 7a that the relative errors 
mix

( ( ))
n

E h t   exceed 30% for measurements on July 20 in the period between 25 

00:00 and 06:00. This is explained by the relatively large instrumental error of estimation of the radial velocity due to the 

low signal-to-noise ratio ( SNR <  -15 dB, see Figure 5a). On the same day, in the period between 11:00 and 18:00, the 

signal-to-noise ratio at heights above 1 km did not exceed -10 dB (Figure 5a) and sometimes decreased to the lowest 

threshold SNR = -16 dB, at which the probability of a bad (false) estimate of the radial velocity 
b

P  can still be considered 
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close to zero. As a result, the instrumental error of estimation of the radial velocity 
e

  is much larger than that at heights 

below 1 km. As the mixing layer height increases, SNR  decreases, and the error 
e

  increases too (and vice versa for a 

decrease in 
mix

h ). This explains the initial increase in the relative error of estimation of the dissipation rate E


 and its 

subsequent decrease in the considered period between 11:00 and 18:00. In the other periods, as can be seen from Figure 7a, 

the error E


 is about 10%, which provides high accuracy of the determination of the mixing layer height. 5 

On July 21, the signal-to-noise ratio in the 1-km layer adjacent to the Earth’s surface was very high most of the time (see 

Figure 1a or Figure 5a). Correspondingly, the instrumental error of estimation of the radial velocity 
e

  within the mixing 

layer did not exceed 0.1 m/s. Therefore, according to the data in Fig. 7b, the error of estimation of the dissipation rate 

mix
( )E h

 was low (mostly about 10%) and did not exceed 18%. 

According to the data in Fig. 7c, the relative error of the dissipation rate estimates in the period 00:00 to 18:00 on July 22 10 

did not exceed 25%. This is due to the rather high signal-to-noise ratio at the top of the mixing layer (see Figures 5a and 6c). 

On July 23, the signal-to-noise ratio was low. Within the mixing layer, SNR ~  -10 dB at a height of 100 m and  

SNR ~  -15 dB at a height of 1 km (see Figure 5a). As a result, the relative error 
mix

( )E h
 varied widely from 10% to 30% 

(mostly larger than 15%), as is indicated by Figure 7d. 

Due to the lack of measurement data on July 24 from about 10:00 to 13:30, and very weak turbulence on this day at night 15 

and in the evening, we calculated the relative errors in estimating the dissipation rate in a short period of time, as can be seen 

in Figure 7e. 

In the period between 08:00 and 20:40 on July 25, as is seen in Figure 7f, the dissipation rate was determined with very 

high accuracy. The relative error 
mix

( )E h
 did not exceed 15%, mostly 9%, which is explained by the very high signal-to-

noise ratio (see Figure 5a). Despite the fact that the SNR  was also rather high for the rest of the time, the accuracy of the 20 

dissipation rate estimation in the periods from 00:00 to 07:00 and from 21:00 to 23:00 on July 25 was low, and the relative 

error 
mix

( )E h
 exceeded 30%. The reason for this is that the dissipation rate at the height 

mix 0
h h  = 60 m during this time, 

according to Figure 5a, was smaller by approximately an order of magnitude than the threshold value Thr
  = 10-4 m2/s3. 

With the use of the algorithm in Smalikho and Banakh, 2013, we conducted a series of closed numerical experiments on 

the retrieval of vertical profiles of the turbulence energy dissipation rate ( )
k

h from simulated lidar data. The purpose of 25 

these experiments is to reveal the degree of impact of the signal-to-noise ratio and the vertical gradient of the dissipation rate 

at the height of the mixing layer on the accuracy of estimating 
mix

h by proposed method. The simulation was performed for 

different values of the signal-to-noise ratio SNR  and the vertical gradient of the dissipation rate / 0d dh     at the 

height h , where the dissipation rate was set equal to   = 10-4 m2/s3. The turbulent mixing layer height was estimated from 

the profiles of ( )
k

h  obtained in the numerical experiments with the use of the threshold Thr
  = 10-4 m2/s3. The obtained 30 
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estimates 
mix

ĥ  were compared with the preset values 
mix

h . The analysis of results of the numerical experiments shows that 

the accuracy of estimates 
mix

ĥ  depends significantly not only on SNR  but also on the vertical gradient of the dissipation rate 

 . The smaller the value of   (the slower the decrease in the dissipation rate with height), the larger the error 

2

mix mix
ˆ( )

h
h h     .  

Calculation of the error 
h

 , using the data of above experiment, with the algorithm in Smalikho and Banakh, 2013 would 5 

require very computationally expensive simulation. The error of MLH estimation was determined in another way. To this 

end, on the assumption that ( )
k

E h   30%, the random estimate of the dissipation rate ˆ( )
k

h  at the height 
k

h  was taken as  

( )
ˆ( ) ( ) 1 ( )

100%

k

k k k

E h
h h h  

 
  

 
, (6) 

where ( )
k

h  and ( )
k

E h
 are respectively the estimate of the dissipation rate and its relative error obtained from the data of 

the lidar experiment, and ( )
k

h  is a computer-generated random number from the normal distribution of the probability 10 

density function with zero mean    = 0 and unit variance 2
   = 1. To construct the vertical profile ˆ( )

k
h , random 

numbers ( )
k

h  for different heights 
k

h  were generated in accordance with the correlation function 

mix mix
( ) ( / 2) ( / 2)C l h h l h h l h          , where 

mix
h  is the turbulent mixing layer height determined from the 

atmospheric experiment, 1,2,3,4,...l  , and h  = 15.6 m is a step in height at R  = 18 m and   = 60°. The correlation 

function ( )C l h   was found from averaging of random realizations of 
mix mix

( / 2) ( / 2)h l h h l h      at the values of 15 

mix
h and SNR observed in the experiment (Figs.5a, 5d, 6). For the error ( )

k
E h   30% and Thr


 = 10-4 m2/s3, the correlation 

function ( )C l h   weakly depends on SNR  and 
mix

h , which considerably simplifies the procedure of numerical simulation 

of ˆ( )
k

h  by Eq. (6). 

Let us consider an example of calculating the error in estimating the height of the mixing layer from the lidar data of an 

atmospheric experiment. Figure 8 shows the altitude profiles of the signal-to-noise ratio, the instrumental error in estimating 20 

the radial velocity, the relative error in estimating the rate of dissipation, and the dissipation rate itself. Data taken from lidar 

measurements from 17:40 to 18:20 on July 20, 2019. It can be seen that in a layer up to 1400 m the signal-to-noise ratio is so 

high that the instrumental error in estimating the radial velocity and the relative error in estimating the dissipation rate do not 

exceed 0.3 m/s (Figure 8b) and 30% (Figure 8c), respectively. According to Figure 8d, the point of intersection of the 

vertical profile ( )
k

h of the threshold Thr


 = 10-4 m2/s3 is at a height 
mix

h  = 976 m. At this height, the vertical gradient of the 25 

dissipation rate 
7

2.7 10


  m/s3.  

Figure 9 shows (as red curves) statistically independent random realizations of vertical profiles of the dissipation rate 

ˆ( )
k

h simulated by Eq. (6) using the data in Figures 8c ( ( )
k

E h ) and 8d ( ( )
k

h ). The estimates of the mixing layer height 



12 

 

mix
ĥ determined from each of the simulated profiles ˆ( )

k
h  are given in Figure 9 as well. Using 100,000 independent 

estimates 
mix

ĥ , we found that the error in estimating the height of the mixing layer 
h

 = 69 m. 

 Figure 10 shows the errors in the estimates of the mixing layer height ( )
h n

t   obtained from lidar measurements during 

6 days of the experiment (from July 20 to July 25, 2019). The figure shows that, depending on the atmospheric conditions 

(signal-to-noise ratio and the vertical gradient of the dissipation rate), the error in the lidar estimate of the mixing layer 5 

height varies from 10 m to 100 m or more. Even with a very high SNR and small error of estimation of the dissipation rate, 

the error ( )
h n

t  can exceed 100 m due to the small value of the vertical gradient of the dissipation rate   (see, data in 

Figures 5a, 5d, 7f and 10f for the time interval 19:00 - 20:00 on 25 July 2019). 

 Calculations of the relative error 
mix

( / ) 100%
h h

E h   of of lidar estimation of the turbulent mixing layer height, 

carried out using the data in Figures 6 and 10, showed that, with rare exceptions, 
h

E  does not exceed 30%, and for data 10 

measured from 12:00 to 18:00, 
h

E  varies from 2% to 10%. It should be noted that the relative error 
h

E  does not exceed 20% 

if the estimate of the mixing layer height is obtained from lidar measurements with SNR of at least -16 dB. 

  

6 Comparison with the Richardson number 

One of the parameters characterizing the stability of the atmospheric boundary layer is the gradient Richardson number,  15 

2

2
Ri

U
N

h


 

  
 

, (7) 

where 

2 p

p

Tg
N

T h





, (8) 

( , ) ( , )
p a

T h t T h t h   is the potential temperature, ( , )T h t  is the temperature of the air, 
a

  = 0.0098 deg/m is the dry-

adiabatic lapse rate, and ( , ) / ( , ) /
p a

T h t h T h t h       . The gradient Richardson number can be used to estimate the 20 

turbulent mixing layer height (Helmis et al., 2012; Petenko et al., 2019; Gibert et al., 2011).  

For additional proof of the suitability of the method for estimating the turbulent mixing layer height from lidar data 

obtained with the use of conical scanning, we conducted a lidar experiment with concurrent measurement of the temperature. 

The experiment was conducted from April 8 to May 6 of 2020. The temperature was measured by the MTP-5 microwave 

temperature profiler (Atmospheric Technology, Dolgoprudnyi, Moscow, Russia). This profiler is widely used in atmospheric 25 

research currently. The accuracy of temperature measurement and experience of the use of this device in the atmospheric 

boundary layer research is discussed in Refs. 51–58 which are cited in Banakh et al., 2020. The temperature profiler and the 
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wind lidar Stream Line were installed on the roof of the Institute of Atmospheric Optics (IAO) building in Tomsk 

(56.475504 N, 85.048225 E ) four kilometers from the Basic Experimental Observatory. The profiler provided 

measurements of the vertical temperature profiles every 5 min, with a resolution of 25 m for heights from 0 to 100 m and a 

resolution of 50 m for heights from 100 to 1000 m with respect to the height of its installation. As a result, we obtained the 

height–temporal distributions of the air temperature ( , )T h t . In calculating the derivative ( , ) /
p

T h t h   and the parameter 5 

2
N  (8), we used the temperature measurement data averaged over a 10-min period. Then, the Richardson number Ri was 

calculated by Eq. (7). The mean horizontal wind velocity U  and its derivative /U h   in Eq. (7) were assessed from the 

lidar data averaged, as with the temperature, over a 10-min period (10 scans). The parameters and geometry of the lidar 

measurements were the same as those in July 2019. The scanning was carried out at an elevation angle of 60°.  

In contrast to uniquely high SNR for lidar Stream Line in July 2019, during this experiment the signal-to-noise ratio was 10 

rather low. It did not allow us to obtain estimates of the wind velocity with an acceptable error at heights above 800 m - 

1 km. The threshold value - 16 dB  providing an acceptable error of estimation of the dissipation rate by the method used 

(Smalikho and Banakh, 2017), the signal-to-noise ratio could take at heights 400-500 m and lower. As a consequence, the 

relative errors of estimation of the turbulence energy dissipation rate and the turbulent mixing layer height could exceed 30% 

starting from heights of 400 m and lower. Moreover, the weather was rainy and snowy during the experiment often and not 15 

all the measurement data could be used in processing. Nevertheless, the height–temporal distributions of the dissipation rate 

obtained in the experiment allowed us to monitor the turbulent mixing layer height by the threshold Thr
  = 10-4 m2/s3 in 

many cases.  

Fig. 11 shows the daily height–temporal distributions of the turbulence energy dissipation rate and the Richardson number 

assessed from the data of wind velocity and temperature measurements on 10, 12, 15, 21, 22, 26, 27 April and 01 May 2020. 20 

The distributions illustrate typical stratification regimes which observed in the atmospheric boundary layer during the 

experiment. White curves in Fig. 11 show the diurnal time series of the turbulent mixing layer height, as estimated from the 

threshold value Thr
  = 10-4 m2/s3 for the turbulence energy dissipation rate. Red curves in Fig. 11 show the diurnal time 

series of the SNR at the level -16 dB. Black colour on the Richardson number distributions in Fig. 11 shows the zones where 

Ri < 0.5. 25 

In estimation of the daily variations of the turbulent mixing layer height from the height-temporal distributions of the 

Richardson number we based on the following. According to the classification of the atmospheric turbulent regimes based on 

the Richardson number (Baumert and Peters, 2009; Grachev et al., 2013), the small-scale turbulence becomes weak at 

gradient Richardson numbers more than 0.5. Therefore, it is natural to believe that the turbulent mixing occurs at the time 

and heights at which the Richardson number Ri < 0.5. Thus, the minimum height, above which the Richardson number 30 

exceeds 0.5, can be taken as the height of the turbulent mixing layer at the current time moment. Yellow curves show the 

diurnal time series of the turbulent mixing layer height, as estimated from the distributions of the Richardson number using 

this criterion. 
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The temporal variations of the MLH estimated from the dissipation rate of turbulence energy reproduce with good 

accuracy developing of the turbulence in the day time observed from the height-temporal distributions of the Richardson 

number on 15, 21, 26, and 27 April 2020. For these days in the period between 12:00 and 18:00 the estimates of the MLH 

based on the dissipation rate 
mix

h (white curves) differ from the MLH estimates calculated based on the Richardson number 

mixR
h (yellow curves) insignificantly. The relative divergence of the heights 

mix
h and 

mixR
h , determined as 5 

/ (( ) / 2)
hR mix mixR mix mixR

h h h h    , is less than 25% on average in these periods.  

The criterion used for determining 
mixR

h is sensitive to weak and small scale in height intermittency of the Richardson 

number while the estimates of the MLH based on the dissipation rate does not “notice” it. It is the reason of strong 

divergence of 
mix

h and 
mixR

h in the morning hours on 10, 12, 21, 22, 26 April and on the first of May. The same is a reason for  

strong divergence of 
mix

h and 
mixR

h afternoon on 10 and 12 April.  10 

Thus, from Fig.11 it follows that the estimates of the turbulent mixing layer height as a height at which the dissipation rate 

becomes less than the threshold value Thr
 = 10-4 m2/s3, and as a height, above which the Richardson number exceeds 0.5, 

are in a qualitative agreement. 

7 Summary 

In this paper, we propose a method for estimating the turbulent mixing layer height on the basis of the height–temporal 15 

distributions of the turbulence energy dissipation rate obtained from PCDL measurement data with conical scanning by a 

probing beam around the vertical axis. The method was tested in the experiments in summer 2019 in strong smog due to 

forest fires and in spring 2020.  

The optical characteristics of the atmosphere varied significantly during the experiments. Most of the time, the aerosol 

backscatter coefficient far exceeded the background level because of the smog. Under these conditions, the signal-to-noise 20 

ratio SNR  was abnormally high for lidars in the class of the Stream Line lidar with a pulse energy of about 10  J. As a 

result, in the experiment, we succeeded in retrieving the vertical profiles of the wind speed and direction up to a height of 

2.5 km and wind turbulence parameters up to a height of 1.8 km.  

The raw data of the lidar experiments conducted on July 20 - 25 of 2019 were used to find the diurnal time series of MLH 

under conditions of intense smog from the height–temporal distributions of the dissipation rate with the use of the inequality 25 

Thr   = 10-4 m2/s3 as a criterion that indicates the absence of turbulent mixing. According to the results obtained, on these 

days, the MLH was at its maximum between 11:00 and 18:00 LT and varied from 400 to 1800 m. It was shown in the 

experiment that the estimation of the turbulent mixing layer height from the height–temporal distributions of the turbulence 

energy dissipation rate has some advantages in comparison with the estimation from the height–temporal distributions of the 

variance of radial velocity. Because of the anisotropy of wind turbulence, the variance of radial velocity depends 30 

significantly on the elevation angle of the scanning.  
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The accuracy of the method for estimating the turbulent mixing layer height from the lidar data obtained with the use of 

conical scanning is discussed in detail in this paper. We developed a method for calculating the experimental error of 

estimation of the turbulent mixing layer height from the height–temporal distributions of the turbulence energy dissipation 

rate. The analysis of the errors calculated by this method shows that the accuracy of MLH estimation depends decisively on 

the error of estimation of the dissipation rate and on the vertical gradient of the dissipation rate at heights near the top of the 5 

mixing layer. In turn, the accuracy of estimation of the dissipation rate depends strongly on the lidar signal-to-noise ratio 

SNR. For the estimation of MLH with the acceptable relative error not exceeding 20%, SNR should be no less than -16 dB, 

when the relative error of lidar estimation of the dissipation rate does not exceed 30%. With the data obtained in the 

experiments, we demonstrate that the relative error of determination of the MLH time series from lidar measurements of the 

dissipation rate with the use of conical scanning does not exceed 10% in the period of turbulence development, from 06:00 10 

to 22:00 LT. Most of the time in this period, it is less 5%. The method described here can be applied to data measured by a 

high-power pulsed coherent Doppler lidar at a background aerosol concentration, which will enable a full-edged statistical 

analysis. 

To prove the suitability of the method for estimating the turbulent mixing layer height from lidar data obtained with the 

use of conical scanning, we conducted a lidar experiment with concurrent measurement of the temperature in April - May 15 

2020. From the obtained data, we calculated the height–temporal distributions of the gradient Richardson number and 

determined the MLH from these distributions. A comparison shows that the estimates of the turbulent mixing layer height 

from the dissipation rate distributions and from the Richardson number distributions using the criterion Ri < 0.5 are in a 

qualitative agreement. 

 20 
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Figure 1: Height–temporal distributions of the signal-to-noise ratio (a, e), wind speed (b, f), wind direction angle (c, g), and vertical 

component of the wind vector (d, h) for elevation angles of 60° (a-d) and 35.3° (e-h) on July 21 of 2019. 

 5 
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Figure 2: Height and time distributions of the turbulence energy dissipation rate at elevation angles of 60° (a) and 35.3° (b). 5 
Measurements were taken on July 21 of 2019. 
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Figure 3: Height and time distributions of the variance of radial velocity at elevation angles of 60° (a) and 35.3° (b). Measurements were 

taken on July 21 of 2019. 5 
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Figure 4: Temporal series of the turbulent mixing layer height (thickness) obtained from spatiotemporal distributions of the turbulence 5 
energy dissipation rate (a) and the variance of radial velocity (b). Scanning at elevation angles of 60° (red curves) and 35.3° (blue curves). 

Measurements were taken on July 21 of 2019. The data of Figs. 2 and 3 are used. 
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Figure 5: Height and time distributions of SNR (a), wind speed (b), wind direction angle (c), and turbulent energy dissipation rate (d) 

retrieved from Stream Line lidar measurements at elevation angles of 60°. 5 
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Figure 6: Time series of the turbulent mixing layer height (thickness) obtained from lidar data on July 20 (a), 21 (b), 22 (c), 23 (d), 24 (e), 

and 25 (f) of 2019. 5 
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Figure 7: Relative error of estimation of the turbulent energy dissipation rate at the mixing layer heights determined from measurements 

on July 20 (a), 21 (b), 22 (c), 23 (d), 24 (e), and 25 (f) of 2019. 5 
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Figure 8: Vertical profiles of signal-to-noise ratio (a), instrumental error of radial velocity estimate (b), relative error of estimation of the 

turbulent energy dissipation rate (c), and turbulent energy dissipation rate (d) retrieved from measurements from 17:40 to 18:20 on July 20, 5 
2019. 
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Figure 9: Measured (black curve taken from Figure 8d) and 4 examples of random realizations of simulated (red curves obtained with the 

use Eq.(6) and data of Figures 8c and 8d) vertical profiles of the turbulent energy dissipation rate. 5 
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Figure 10: Error of estimation of the mixing layer heights determined from measurements on July 20 (a), 21 (b), 22 (c), 23 (d), 24 (e), and 

25 (f) of 2019. 5 
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+ 

Figure 11: Height–temporal distributions of the turbulence energy dissipation rate (a) and the Richardson number as obtained from 

measurements on April 10, 12, 15, 21, 22, 26, 27 and on May 1 of 2020. White curves  reproduce the diurnal time series of the 

turbulent mixing layer height, as estimated from the turbulence energy dissipation rate. Red curves show the diurnal time 

series of the SNR at the level -16 dB. Black colour on the Richardson number distributions shows the zones where Ri < 0.5. 5 

Yellow curves show the diurnal time series of the turbulent mixing layer height, estimated as a minimum height, above 

which the Richardson number exceeds 0.5.  
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Reply to the Reviewers of the manuscript 
We thank very much the Reviewers for their very important and useful comments. Changes and additions in the revised 

manuscript are marked by yellow. 5 

Reviewer 1 

 

Round 2: Review of 'Estimation of the height of turbulent mixing 

layer from data of Doppler lidar measurements using conical 

scanning by a probe beam' by Banakh et al. 10 

 

December 22, 2020 

 

The revised version of the manuscript is much improved and the authors considered many of the 

reviewers' comments. I particularly appreciate that the authors now use more data for their analysis. I 15 

still have some comments and suggestions which should be considered, before I can recommend the 

manuscript to be accepted for publication. 

 

Specific comments 

 20 

1. Abstract: I suggest giving the number of days on which the results are based in the abstract. It should 

be made clear that the comparison of the mixing layer height with the Richardson number estimates are 

from another measurement campaign. 

Page 1. Abstract: "a six day experiment … summer …" and "obtained during the comparison 

experiment in spring 2020." have been added. 25 

 

2. p. 1, l.21-22: Stronger turbulence does not necessarily always lead to a deeper mixing layer height. 

Other factors such as the inversion strength and vertical motion at the top of the ABL impact the mixing 

layer height as well (see e.g. Eq. 6.13 in Garratt (1994)). The statement needs to be rephrased. 

Page 1, Lines 22-23. The sentence is rephrased:"Among other factors (Garratt, 1994) the mixing layer 30 

height strongly depends on the intensity of wind turbulence."  

 

3. p. 2, l. 5: Specify what r; u; v;w are. 

Page 2. Lines 6-7: "are indexes for designating the radial, vertical and two horizontal components of 

wind velocity vector, respectively." has been added. 35 

 

4. p. 2, l. 20: 'MLH hmix is double. One abbreviation is enough. Also see my comment about the usage 

of abbreviations from round 1. 

Page 2. Lines 21-22: "MLH" has been removed.  

 40 

5. p. 2, l. 30-31: Please specify in the manuscript what is meant by 'sufficiently high SNR'. In the 

response to my comment from the first review round, the authors explained it nicely: 'We assume that 
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the SNR is sufficiently high if the relative error in estimating the dissipation rate does not exceed 30%.' 

This statement needs to be included in the manuscript. 

Page 3. Line 2: when a relative error in estimating   does not exceed 30%," has been added. 

 

6. p. 3, l. 10-12: Like in the abstract, it needs to be made clear that the comparison is from another 5 

experiment. 

Page 3. Lines 9,13,14: text corrected. 

 

7. p. 4, l. 9: Wind by itself is not a process. The wind field may be stationary. 

Page 4. Line 11: "field" has been added. 10 

 

8. p. 4, l. 20: Add that DL is a function of Rk. 

It follows from definitions 
k

h (Page 4, Line 10) and ( )
L l

D  (Eq 3). 

 

9. p. 5, l. 12-18: The threshold for radial velocity should be given here as well and the reasoning why 15 

this thresholds are chosen should be included in the manuscript, like stated in the authors' response to 

the reviewers' comments in round 1: 'For estimation of the MLH from the dissipation rate profiles we 

used the threshold equal to 10-4 m2/s3. In the same time for estimation of the MLH from the radial 

velocity variance profiles we used the threshold equal to 0.1 m2/s2. According to the calculation using 

Eq.(1) in the paper by Banakh and Smalikho (2019), at such threshold values (   =10-4 m2/s3 and 2

r
  = 20 

0.1 m2/s2), the integral scale of turbulence LV is approximately 200 m in the case of lidar measurement 

at elevation angle of 60°. Such LV is quite consistent with the results of our measurements in the 

daytime at heights of 200 - 600 m. Therefore, we used this threshold (0.1 m2/s2) for the radial velocity 

variance.' 

Page 5. Lines 21-26: The text "For estimation of the MLH from the radial velocity variance profiles we 25 

use the threshold Thr =  0.1 m2/s2. According to the calculation using Eq.(1) in the paper by Banakh and 

Smalikho (2019), at such threshold values (   = 10-4 m2/s3 and 2

r
  = 0.1 m2/s2 ), the integral scale of 

turbulence 
V

L  is approximately 200 m in the case of lidar measurement at elevation angle of 60°. Such 

V
L  is quite consistent with the results of our measurements in the daytime at heights of 200 - 600 m. 

Therefore, we used this threshold (0.1 m2/s2 ) for the radial velocity variance." has been added. 30 

 

10. p. 6, l. 9ff: Refer to Fig. 5 here, as it gives an overview of the atmospheric conditions. 

Fig 5a is refered: Page 6, Lines 19, 20-21, 27. 

 

11. p. 6, l. 16-17: 'Estimates of wind turbulence parameters from the data obtained at this SNR [-15 dB] 35 

have a relative error exceeding 30%'. Here the authors state that -15 dB are enough. In the abstract and 

other places in the manuscript they state -16 dB. This needs to be consistent. 

Fixed, Page 6, Line 25. 

12. p. 6, l. 18-20: Give some examples when cloud or fog were present, e.g. morning of July 21, July 22 

and July 25. 40 

Examples are on Page 6, Line 27 
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13. p. 6, l. 25: The explanation what   means is given in the authors' response in round 1. For 

clarification, this information needs to be included in the manuscript as well. 

Fixed, Page 7, Line 4. 

 5 

14. p. 7, l. 14-17: It is confusing to have the same color for missing data and for data outside the color 

bar range. Please change. 

Following this recommendation, we modified Figures 2, 3, and 5 and deleted the phrase at the end of 

sentence on Page 7, Line 25. 

 10 

15. p. 7, l. 27-28: 'The minimum height ...' contradicts with the statement on p. 8, l. 1-2. Also, if MLH at 

the minimum is not longer given in the plots, this sentence needs to be removed here. 

Page 8, Lines 7-10. The text "If the estimates of 2

0
( , )

r n
h t 

 or 
0

( , )
n

h t 
 at a height of 60 m were smaller than 

the corresponding threshold, then we took 
mix 0

h h  = 60 m. If the estimates of 2

0
( , )

r n
h t 

 or 
0

( , )
n

h t 
 at the 

maximum height exceeded the threshold, we took 
mix

h  to be equal to the maximum height of retrieval of 15 

the vertical profiles of turbulence parameters. Further, if the dissipation rate at the minimum height was 

less than the specified threshold, we did not estimate of the mixing layer height for such cases." has 

been replaced by "If the estimates of 2

0
( , )

r n
h t 

 or 
0

( , )
n

h t 
 at a height of 60 m were smaller than the 

corresponding threshold, we did not estimate of the mixing layer height for such cases. If the estimates 

of 2

0
( , )

r n
h t 

 or 
0

( , )
n

h t 
 at the maximum height exceeded the threshold, we took 

mix
h  to be equal to the 20 

maximum height of retrieval of the vertical profiles of turbulence parameters." 

 

16. p. 8, l. 13ff: Add MLH to time-height sections of Fig. 5, to allow for an easier comparison of 

conditions and detected MLH. E.g. when describing the MLH minimum at 15 h on July 21. 

In Figure 5, the color scale does not use interpolation. Therefore, it is easy to see the dissipation rate 25 

value corresponding to the threshold of 10-4 m2/s3. Therefore, it makes no sense to add curves of the 

mixing layer height versus time in Figure 5. These curves are shown in Figure 6. 

 

17. p. 8, l. 16: Although the issue of the accuracy of estimating the dissipation rate in the presence of 

clouds is not specifically considered in the manuscript, it needs at least to be mentioned that clouds may 30 

impact the mixing layer height estimates and the heights strongly depend on how far the lidar beam 

penetrates into the cloud. 

It is noted, Page 6, Lines 28-30. 

 

18. p. 8, l. 18: 'changes in the wind with height': What changes? Wind direction, wind speed or both? 35 

'which is apparently the reason': What do the authors mean by that? Is a different air mass advected? Do 

these changes lead to a decay of turbulence? Maybe rephrase to 'changes in wind direction and speed 

coincide with a minimum in MLH' or similar. 

Page 8. Line 26: "direction" has been added. 

 40 
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19. p. 8. l, 19: What is the reason for the low SNR in all layers between noon on July 22 and noon July 

24? Is this caused by lidar settings (jump in SNR below 500 m on July 22) or is it physical? In either 

case, please explain this very prominent feature. 

We can not answer this question. The focusing of laser beam did not change during the experiment. 

 5 

20. p. 8, l. 22, Fig. 6: I recommend to put all six days in one plot? This would make it much easier to 

compare (like e.g. p. 8, l. 30). 

If we put all six days in one plot, then the temporal resolution of the curves becomes much worse. 

 

21. p. 8, l. 23: It looks like the highest values on July 20 and 23 occur when the upper most 10 

measurement level is taken as mixing layer height. This should be mentioned. 

These maximum heights of the mixing layer do not coincide with the maximum sounding height. 

 

22. p. 8, l. 28-29: The explanation about the difference between probing volume and range gate length 

given in the authors' response in round 1 should be included in the manuscript. 15 

Fixed. Added text on Page 9, Lines 8-10. 

 

23. p. 9, l. 1-2: I understand that there are no radiosoundings for verification of the method. However, 

the agreement between cloud base and mixing layer height is not enough of a justification that the 

method is correct. The agreement strongly suggests that the method works (in the presented cases), but 20 

it is no proof. The ABL may be deeper. Please rephrase the statement 'The agreement between cloud 

base and mixing layer height confirms the correctness of the MLH time series assessment.' 

Page 9: the sentence "'The agreement between cloud base and mixing layer height confirms the 

correctness of the MLH time series assessment." has been deleted. 

 25 

24. p. 9, l. 3: It is not clear what is meant by that? Not contradict in what way? Please clarify. How do 

they compare? 

Page 9. Lines 11-12: " relatively to estimates of the absolute values of the mixing layer height at 

different times of the day and night" has been added. 

 30 

25. p. 10, l. 2: Here and at other places in the manuscript, mix between present and past tense. 

Fixed. Page 10, Line 11. 

 

26. p. 10, l. 16-17: The purpose of this closed numerical experiments as given in the authors' response in 

round 1 should be included here. 35 

Included. Page 10, Lines 25-27.  

 

27. p. 10, l. 25: What is meant by 'atmospheric experiment'? Data from the measurements during the 

forest fires? Please clarify. 

Clarified. Page 11, Line 5. 40 
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28. p. 13, l. 15, Fig. 11: White curves in Fig. 11 are hard to see. Please change color. I suggest 

extending the color scale for the gradient Richardson number to negative values, to allow to distinguish 

between dynamically and statically unstable conditions. 

We changed Fig.11 and tried to increase the contrast of the curves. White color is the most optimal for 

presenting the curves in both the dissipation rate plots and the Richardson number plots. We 5 

experimented with plots for the Richardson number extending the diapason of its values. Example 

below. There are no strong differences. We think that including this new information and additional 

comments will complicate the perception of the manuscript material. It can be subject of further 

investigations on the base of more extended experimental data.  

 10 
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29. p. 13, l. 23-24: The MLH obtained from the gradient Richardson number using the objective 

threshold method needs to be included in Fig. 11. At the moment it is not clear where this MLH is 

located and how it relates to MLH from the dissipation rate. 

Fig. 11 corrected. Text on Pages 13, 14 changed. 

 5 

30. p. 13, l. 25ff: The description of MLH April on 10 is unnecessarily detailed. The authors describe 

the relatives deviations of MLH for different days. This is the first time the talk about relative 

deviations. I assume the mean the error in the mixing layer estimates 
h

 ? The terminology needs to be 

consistent. The information on MLH uncertainty described in the text is not at all visible in Fig. 11. I 

highly recommend including the uncertainty in the plots. At the moment it is not clear which periods 10 

sffer from a higher uncertainty and which not and it would help to interpret the comparison between 

MLH from dissipation rate and gradient Richardson number. 

Fig. 11 corrected. Text on Page 14 changed. 

 

31. p. 14 l. 6-7: As MLH from gradient Richardson number is not indicated in Fig. 11, it is not clear 15 

how the 22% differences are calculated. In line 25, the authors state relative deviations not exceeding 

25%. Which value is correct? Please clarify. 

Text on Page14 changed. 

 

32. p. 14, l. 11ff: Strong wind alone does not lead to low gradient Richardson numbers. It is necessary 20 

to have strong wind shear. I cannot follow the examples given by the authors. Between 0 and 6 h on 

April 10, I see l low gradient Richardson number in the layer between around 250-700 m. Are these the 

layers with significant shear? Was there a low-level jet? How does that relate to the wind profiles? 

Same on May 1, I don't see how high wind speed between 150 and 650 m and strong shear between 75 

and 200 m links to the observed gradient Richardson number distributions with high values between 25 

200 and 400 m. 

 

The information about wind was included in the manuscript as attempt to reply on the Reviewer remark 

in round 1. It is based on the data for wind speed and velocity gradient (m/s/m) below. Possibly, this 

information does not clarify the low values of the Richardson number in night time. We deleted this 30 

information on Page 14. 
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33. p. 14, l. 23-24: Add information that data from a second experiment are also used. 

Information added. Page 14, Lines 17-18.  5 

34. p. p.14, l. 32: Why does MLH depend on wind? Please clarify. 

Page 14. Line 27: ", depending on the wind and turbulence intensity" has been deleted. 

 

35. Summary: In their response in round 1, the authors state 'The method described here can be applied 

to data measured by a high-power pulsed coherent Doppler lidar under normal conditions (with a 10 

background aerosol), which will enable a full-edged statistical analysis.' This is a very valuable 

information for the reader and I highly recommend including this in the summary or introduction. 

Included. Page 15, Lines 11-13. 

 

36. Fig. 1: Change 'velocity' to 'speed' in label of (f). 15 
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We replaced "wind velocity" by "wind speed" in Figure 1. 

 

37. Fig. 2: I can see differences between both plots, even with this color scale (one color per order of 

magnitude). Differences might be even be more visible if a finer color scale (like for radial velocity 

variance in Fig. 3) was used. A difference plot would help to see differences between dissipation rate 5 

and radial velocity variance from both elevation angles more clearly and support the statement that the 

differences for radial velocity variance are larger. 

Using interpolation of the color scale, we modified Figure 2 by analogy with Figure 3. A comparison of 

lidar estimates of the dissipation rate and the radial velocity variance obtained from measurements at 

35.3° and 60° is shown in our paper (Banakh, V. A., and Smalikho, I. N.: Lidar estimates of the 10 

anisotropy of wind turbulence in a stable atmospheric boundary layer, Rem. Sens., 11, 2115, DOI: 

10.3390/rs11182115, 2019). 

 

38. Fig. 4: Like in Fig. 6 and 10, the results obtained when the specified threshold exceeds the 

dissipation rate at an height of 60 m should not be shown. 15 

Taking into account this comment, we modified Figure 4. 

 

39. Fig. 5: Change 'wind velocity' to 'wind speed'. 

We replaced "wind velocity" by "wind speed" in Figure 5. 

 20 

40. Fig. 9: Make clear in the caption that these are 4 examples of random realizations. 

In the caption "4 examples of random realizations " has been added. 
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Reviewer 1 
 30 

The revised manuscript shows that the MLH is successfully retrieved from the TKEDR measured by the 

CDWL using conical scanning by a probe beam. The relative error of the retrieval results not exceed 

20% with the CNR no less than -16 dB. Also, the results agree qualitatively with the MLH derived from 

Richardson number. Based on my evaluation, I recommend the manuscript for publication on AMT. 

Some minor corrections in the English are needed. 35 

 

1. In page 3, line 11, page 14, line 5 and page 14, line 9. “distrbution” should be 

“distribution”. 

Fixed. 

 40 

2. In page 13, line 28. “assesed” should be “assessed”. 

Fixed. 



38 

 

 

3. In page 13, line 8. “More over” should be “Moreover”. 

Fixed. 

 

 5 


