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Supplemental Material: Revision	of	the	WMO/GAW	CO2	Calibration	Scale		1 
 2 
1 Notes on historical manometric CO2 determinations and corrections applied 3 
 4 
1.1 Historical manometric records 5 

Manometric CO2 mole fractions from 1996-2017 were determined based on the maximum CO2 mole fraction 6 
calculated after the gas in the small volume was allowed to warm to oven temperature. Using a database of 7 
manometric results as reference, we examined raw data files and flagged data records when a) the CO2 maximum 8 
could not be clearly identified (not common), b) the data record was not sufficient to determine a loss rate (e.g. too 9 
little data), c) raw files corresponding to a result in our database could not be found, or d) data appeared abnormal, 10 
e.g. temperatures not converging or showing abnormal variability. We were able to recover and apply corrections to 11 
93% of the original data records. 12 
 13 
Most manometer runs show one maximum in the calculated CO2 record. However, some manometer runs from 1998 14 
and some from 2004 show two CO2 peaks (Fig. S1). This secondary peak could be related to H2O desorbing from 15 
surfaces in the small volume. In these cases, we calculated the loss correction using the time associated with the first 16 
CO2 peak, and the slope from the section of data after the second peak. 17 

 18 
Figure S1: CO2 mole fraction calculated from the pressure of gas in the small volume and oven temperature 19 
measured at various locations within the oven, as function of time (measurement cycle), where each cycle is ~60s. 20 
During the final extraction step, the small volume is cooled using a small dewar of liquid nitrogen. The dewar is 21 
removed after all CO2 has been collected in the small volume. As CO2 sublimates and equilibrates to the oven 22 
temperature, the calculated CO2 reaches a maximum 15-20 minutes (~16 measurement cycles in this case) after the 23 
L-N2 was removed. Shown are manometer data from two different runs of primary standard AL47-107. The January 24 
1997 run shows the typical CO2 maximum, followed by a slow decline. The August 1998 run shows a second peak 25 
around measurement cycle 40. For consistency, we applied corrections to existing CO2 data based on timing of the 26 
first CO2 peak. 27 
 28 
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1.2 CO2 Loss Rate 29 

We made corrections for CO2 loss assuming a linear loss rate. Extended data records indicate that the loss rate 30 
decreases with time (Fig. S2). However, in the short term, the initial loss rate is approximately constant and can be 31 
approximated by a linear function (Fig. S2 inset). 32 
 33 

 34 
Figure S2: Extended manometric run showing the non-linear decline of CO2 in the small volume (solid line) and the 35 
pressure in the small volume (dashed line) (temperature is nearly constant after cycle 20). The calculated CO2 loss 36 
rate is higher at first, and then gradually slows. The inset shows a close-up view of the first 60 measurement cycles 37 
(~30 s per cycle). While the true CO2 loss rate is non-linear, the loss rate is approximately linear in the vicinity of 38 
the maximum CO2.  39 
 40 
Fig. S3 shows the results of a pure CO2 injection test, in which pure CO2 was introduced into the small volume 41 
through an auxiliary port, without the cryogenic extraction step.  The goal was to observe CO2 loss upon immediate 42 
injection of CO2 (without a large temperature change).  This period is not observable in most data files since the 43 
small volume temperatures and pressure are changing rapidly during the initial minutes. Fig. S3 suggests that the 44 
loss of CO2 begins immediately, and is non-linear. Linear extrapolation from around the time of the typical CO2 45 
peak to the beginning of the record (~100 s) results in a CO2 result that is ~0.2 ppm lower than observed from the 46 
CO2 injection experiment. However, the conditions of this experiment are not the same as those during an extraction 47 
procedure. With direct injection, surfaces, including o-rings, in the manometer are exposed to higher CO2 pressures 48 
and temperatures compared to when CO2 is extracted from air. Thus, we consider the 0.2 ppm underestimate 49 
suggested from these data (Fig. S3) an upper limit. These experiments prompted the preparation of gravimetric CO2-50 
in-air standards as way to independently assess the magnitude of the proposed scale correction. 51 
 52 
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 53 
Figure S3: Test in which pure CO2 was introduced into the small volume directly, without a cryogenic extraction 54 
step. Open symbols denote the CO2 mole fraction that would correspond to this sample. The red line is a linear fit to 55 
the open symbols. The blue line is a representative extraction of a 450 ppm CO2 sample, in which the purified CO2 56 
starts cold, and warms over time, showing the characteristic CO2 maximum.   57 
 58 
1.3 Drift Assessment 59 
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 61 
Figure S4:  Average manometric results for each episode (1-sigma error bars), and associated weighted linear fits 62 
versus time (solid lines). 63 
 64 
Table S1: Average mole fractions and drift rates (ppm decade-1) for 15 primary standards with measurement 65 
histories spanning at least 10 years. Drift rates were determined from a weighted linear fit to manometer data, 66 
averaged by episode, over Nep episodes.  Uncertainties are 95% C.L. 67 

Cylinder Avg. (x2019) 

(ppm) 

Drift Rate 

(ppm/decade) 

Uncertainty  

(ppm/decade) 

Nep 
AL47-110 246.724 -0.0268 0.0624 10 
AL47-102 304.495 0.0030 0.0855 9 
AL47-111 324.134 0.0628 0.0879 10 
AL47-130 337.403 0.0717 0.0719 10 
AL47-121 349.515 0.0099 0.0747 9 
AL47-139 361.054 0.0061 0.0699 10 
AL47-105 369.523 0.0208 0.0854 10 
AL47-136 381.487 0.0393 0.0792 10 
AL47-146 389.731 0.0530 0.0847 10 
AL47-101 396.495 0.0175 0.0808 10 
AL47-106 412.231 0.0365 0.0898 10 
AL47-123 423.218 0.0104 0.0904 10 
AL47-107 453.255 -0.0303 0.0922 10 
ND17440 479.720 0.0772 0.2573 5 
AL47-132 521.605 0.0694 0.1042 10 
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2 Uncertainty Analysis 68 
 69 
2.1 Temperature Measurement during CO2 determination 70 

Standard uncertainties reported by accredited laboratories for calibration of three platinum resistance thermometers 71 
(PRTs) are 0.0125 °C. The device used to measure resistance (Hart 1529) adds an additional 0.007 °C.  Combining 72 
these in quadrature we get 0.014 °C for a single probe. We use the average temperature determined from 2-3 probes 73 
placed in the vicinity of the large and small volumes to determine T.  Combining the uncertainty from 3 probes with 74 
the typical standard deviation observed during the measurement we obtain: 75 
 76 

𝑢𝑇#$% = '(
0.014
√3

)0 + 0.0040 = 0.009	°C						(𝑠1) 77 

 78 

𝑢𝑇780 = '(
0.014
√2

)0 + 0.0140 = 0.017	°C				(𝑠2) 79 

 80 
uTCO2 is larger than uTair because the oven must respond to a change in temperature (oven door open briefly for 81 
cryogenic trapping of CO2 in the small volume). 82 
 83 
2.2 Pressure Measurement during CO2 determination 84 

Pressure is measured using a Paroscientific 6000-15A pressure sensor.  The 6000-15A is calibrated in-house using a 85 
Ruska 2465 piston gauge.  We apply a linear calibration (span, offset) to the pressure output (Fig S5). Secondary 86 
checks on the stability of the span have been determined relative to a secondary pressure standard (Fluke, RPM4) at 87 
10 kPa increments from 10-90 kPa since 2015. Since 2008, the span has varied between 0.99977 and 0.99999. The 88 
offset is determined by reading the pressure at vacuum following initial evacuation of the manometer. The offset 89 
recorded at vacuum usually agrees within ~0.003 kPa with that determined from the intercept using a linear fit to the 90 
piston gauge data.  From 2004-2012 the offset varied between 0.001-0.005 kPa. A larger offset has been observed 91 
(0.018-0.024 kPa) since 2014 following a calibration by the manufacturer.   92 
 93 
The estimated accuracy of the piston gauge is 5 parts-per-million (ppm) at full scale (100 kPa), 6-8 ppm at mid-94 
scale, and 13 ppm at 10 kPa (manufacture’s specifications). In addition, we observe drift in the 6000-15A “offset”, 95 
or zero, of 0.0005 kPa over a few hours. The repeatability of the pressure measurement over short time periods (a 96 
few minutes) is excellent, often <0.0002 kPa, 1-sigma.  Our estimates of uP are mainly functions of the accuracy of 97 
the pressure calibration and stability of the device over the course of an extraction (3 h). It is also possible that small 98 
leaks or outgassing in the system would lead us to over-estimate PCO2 since PCO2 is always less than room pressure 99 
and the measurement of PCO2 takes ~20 minutes to complete.  System leaks are not expected to contribute 100 
significantly to other pressure measurements because they are made without significant lag-time.  Recent 101 
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experiments performed at vacuum and also with 30 kPa air in the small volume indicate out-gassing and/or leaks 102 
that induce pressure changes as high as 4 Pa hr-1 in the absence of CO2. A 4 Pa hr-1 leak would lead to ~0.02 ppm 103 
overestimate of XCO2.  Since we do not have similar data for all episodes, we include the potential for leaks in the 104 
uncertainty associated with PCO2. Combined estimates of uncertainty in pressure are as follows: 105 
 106 
 For Pair, typically 83 kPa: 107 

uPair components:  piston gauge (5·10-6*Pair), zero drift (0.0002 kPa), repeatability (0.0001 kPa) 108 
uPair =  0.0007 kPa 109 
 110 
For PCO2, at 30 kPa: 111 
uPCO2 components: piston gauge (8·10-6*PCO2), zero drift (0.0004 kPa), leak (0.0003 kPa), repeatability 112 
(0.0001 kPa) 113 
uPCO2 = 0.0010 kPa 114 
 115 

  116 
Figure S5: Example calibration of the main pressure sensor using the piston gauge, from 2014. 117 
 118 
2.3 Volume Ratio 119 

The volume ratio, Φ, is calculated from a series of four gas expansions, using two auxiliary glass volumes. For each 120 
expansion, we calculate an intermediate volume ratio, ri. Each intermediate volume ratio is determined from 121 
measurements of temperature, pressure, and second virial coefficients for the expanding gas (usually air or nitrogen) 122 
(Zhao et al., 1997). 123 
 124 
The overall volume ratio is calculated as: 125 
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Φ  = r1*r2*r3*r4 - r1*r2*r3 + r1   (s3) 126 
The repeatability of volume ratio experiments is often very good. For example, for 24 volume ratio experiments run 127 
over 6 days in January 2017, the mean and standard deviation were 880.10 and 0.05 respectively. This repeatability 128 
is similar to that described in (Zhao et al., 1997). However, we need to consider uncertainties in T and P 129 
measurements, and compare Φ  calculated using different gases in order to estimate the uncertainty (Figure S6b). 130 
 131 

 132 
 133 
Figure S6: Results from volume ratio expansion experiments (a) 2012-2013 and (b) 2014-2016.  Shown are the 134 
mean and standard deviation from four experiments performed in a given day, using different gases: CO2-free air 135 
(green), and nitrogen (blue). Open circles in (b) show volume ratios calculated using an alternate second virial 136 
coefficient for N2: -4.64 cm3/mol at 300 K (Dymond et al., 2002) instead of -5.18 cm3/mol 137 
(https://web.archive.org/web/20190506031327/http://www.kayelaby.npl.co.uk/). Note that the small volume was 138 
replaced in 2014, so the volume ratios in (a) and (b) are not expected to be the same. Volume ratios performed in 139 
2019 using argon gas were found, on average, to be 0.018% lower than those shown in (b). 140 
 141 
2.3.1 Effect of uncertainties in temperature on volume ratio 142 

We begin with the estimate for uTair from 2.1 since the oven is not disturbed during a volume ratio experiment. On 143 
each expansion, we measure temperature as the average of two PRT probes placed in a central location in the oven, 144 
with an initial estimate for uT = 0.009 °C, as before. However, during pressurization and expansion steps we 145 
observe adiabatic heating and cooling, which could lead to temperature gradients in the glass volumes. During a 146 
normal volume ratio experiment, we allow seven minutes for equilibration prior to taking measurements. By placing 147 
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4-6 calibrated thermistors at various locations on each volume (22 in total), we observed variations in temperature 148 
(σ=0.03 °C, 6 probes). Variations were largest during volume expansions 3 and 4 (corresponding to r3, r4), and 149 
negligible on expansions r1 and r2. Therefore, we include additional uncertainty for r3 and r4.   150 
 151 

uT (r1 & r2) = 0.01 °C         (s4) 152 
uT (r3 & r4) = sqrt((0.0092 + (0.03/sqrt(6))2) = 0.015 °C    (s5) 153 

 154 
2.3.2 Effect of uncertainties in pressure on volume ratio 155 

For pressure, we apply the same logic as in 2.2, except that we increase contributions from potentials leaks and zero 156 
drift because larger volumes are held at vacuum for ~1 hour on each experiment. We assume zero drift uncertainties 157 
of 0.0002 kPa, and leak contributions ranging from 0-0.0005 kPa. Repeatability is a small component (0.0001 kPa). 158 
Listed here are the components corresponding to uncertainties on each pressure measurement (manufacturer’s 159 
specification, zero drift, leak potential). 160 
 161 
On filling to 80 kPa, 5×10-6*80, 0.0002, 0.0000;   uP = 0.0006 kPa. 162 
On expansion to 19 kPa,  8×10-6*19, 0.0002, 0.0004;  uP = 0.0006 kPa 163 
On expansion to 10 kPa,  13×10-6*10, 0.0002, 0.0004;  uP = 0.0007 kPa 164 
On expansion to 18 kPa,  8×10-6*18, 0.0002, 0.0005;  uP = 0.0008 kPa 165 
On expansion to 13 kPa,  12×10-6*13, 0.0002, 0.0005;  uP = 0.0007 kPa 166 

 167 
2.3.3 Second virial coefficients 168 

Uncertainty in the second virial coefficient has only a small impact on the calculated volume ratio (Figure S6b). 169 
Using two different estimates of the second virial coefficient for nitrogen results in a 0.05 difference (0.0056%) in 170 
the volume ratio. Assuming a uniform distribution, this would add additional (0.05/2/sqrt(3))=0.014 uncertainty to 171 
the estimate of the volume ratio, Φ. Instead, we include an uncertainty component derived from testing with 172 
different gases (see 2.3.4).  173 
 174 
2.3.4 Propagation of uncertainty for the Volume Ratio 175 

Estimated uncertainties for each expansion step are shown in Table S2. We made some assumptions about the 176 
correlations of uncertainties since the same pressure transducer and temperature sensors are used for each 177 
measurement of P and T.  For pressure, we assume high correlation between P1 and P2 (r=0.9). For T1 and T2, we 178 
assume a correlation coefficient of 0.5, since some of the uncertainty is related to adiabatic compression/expansion 179 
and would be uncorrelated. 180 
 181 
 182 
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Table S2: Parameters of a typical series of volume expansions, each from P1 ==> P2, used to determine the volume 183 
ratio. 184 

P1 (kPa) uP1 (kPa) P2 (kPa) uP2 (kPa) ri uri 
80 0.0006 19 0.0006 4.15 0.00017 
80 0.0006 10 0.0007 7.95 0.00057 
80 0.0006 18 0.0008 4.53 0.00025 
80 0.0006 13 0.0007 6.85 0.00039 

 185 
To estimate the total uncertainty in the volume ratio, we used the NIST metRology package 186 
(https://www.nist.gov/programs-projects/metrology-software-project) to evaluate equation s3 using parameters and 187 
uncertainties in Table S2. The uncertainty calculated from parameters in Table S2 is 0.105 for a volume ratio of 880. 188 
We add to that uncertainty contributions from temperature probe placement (0.08), differences between volume 189 
ratios determined using different gases (air, nitrogen, and argon) (0.03), and repeatability of volume ratio 190 
experiments (0.032), summed in quadrature: uΦ  = sqrt(0.1052+0.082+0.032+0.0322).  In total, we arrive at a 191 
standard uncertainty of uΦ   =0.139 for a volume ratio of 880.1, or 0.016%. This uncertainty estimate is about 50% 192 
larger than that reported by (Zhao and Tans, 2006). Since the physical configuration of the NOAA manometer has 193 
remained basically the same since 1996, although with some changes related to valves and pressure sensors, we 194 
assume that the relative uncertainty of the volume ratio is applicable to all volume ratios used since 1996. 195 
 196 
2.3.5 Water vapor 197 

While we do not have measurements of the water vapor content in the extracted CO2, we can estimate XH2O from the 198 
temperature of the traps. Both trap 1 and trap 2 are typically held at -67 °C during the separation step. The vapor 199 
pressure of H2O over ice at -67 °C is 0.406 Pa (Huang, 2018). The estimated volume of trap 1 is 40 cm3. For a 400 200 
ppm CO2 sample, 0.1 mmoles of CO2 would be present in the trap, corresponding to a pressure of 6.5 kPa. The 201 
fraction of gas in trap 1 that is water vapor is then 0.406/(6500+0.406) =6.25·10-5. As this gas is trapped in the small 202 
volume and then warmed, water vapor would exert a pressure equivalent to (6.25·10-5)(400) = 0.025 ppm CO2. 203 
There is no active control on the trap temperatures (we use an alcohol bath), and the typical range is -65 °C to -70 204 
°C. For this range of temperatures, water vapor would correspond to 0.033 to 0.016 ppm CO2, respectively. We 205 
therefore include a conservative uncertainty of 0.03 ppm due to water vapor (Table S3). 206 

  

2.4 Total uncertainty associated with the manometric measurement 207 

To arrive at the total uncertainty associated with a single manometric measurement of CO2, we use the NIST 208 
metRology package and equation (s8),   209 
 210 
𝑋<=0 = (𝜙?@) ABCDEFGH

AFGHEBCD
(1 + 𝐴@ − 𝐴0)	−	𝑋K0= + 𝑋L$%$#MNOHHPNQGOR + 𝑋M8SSNOHHPNQGOR − 𝑋T0=   (s6) 211 

 212 
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𝐴@ =
𝑃#$%𝛽#$%
𝑅𝑇#$%

 213 

𝐴0 =
𝑃<=0𝛽<=0
𝑅𝑇<=0

 214 

 215 
where T and P are the temperatures and pressures of the large volume (air) and small volume (CO2), βair and βCO2 are 216 
second virial coefficients, R is the gas constant, Φ is the volume ratio, and XN2O is the mole fraction of N2O in the air 217 
sample (see main document).  We do not calculate an uncertainty for each individual measurement. Instead we use 218 
typical values and uncertainties for variables in (s8), and calculate uXCO2 over a range of mole fractions. This is 219 
justified because the measurement conditions do not vary significantly between measurements.  220 
 221 
For each measurement in the database, we calculate a loss correction and a virial correction. The uncertainty 222 
associated with Xvirial_correction is ~0.005 ppm. For Xloss_correction , we estimate the uncertainty in loss rate at 15% for 223 
most measurements, and 25% for those exhibiting a second maxima. We assume that the time corresponding to peak 224 
CO2 (t) is known to within one measurement cycle, and that the initial time (to) has an uncertainty of 2 minutes (2-4 225 
measurement cycles). Together, the uncertainty associated with the loss correction is ~15%. 226 
 227 
Propagating uncertainties in Table S3 through equation s8, we estimate the uncertainty associated with a single 228 
manometric measurement to be ~ 0.079 ppm at 400 ppm, and ranges from 0.06 ppm at 250 ppm to 0.11 ppm at 600 229 
ppm (Table S4). Uncertainty in the volume ratio is the largest component, accounting for nearly half. 230 

 231 
Table S3: Typical values and uncertainties for variables associated with measurement of a 400 ppm air sample.  232 

Variable Typical value Standard 

uncertainty 

unit Approx. Relative 

contribution (%) 

Pair 83 0.0007 kPa 1 
PCO2 29 0.001 kPa 3 
Tair 310 0.01 K 2 
TCO2 310 0.017 K 6 

Φ (vol. ratio) 880.10 0.139 dimensionless 48 
Βair -5.87 0.2 cm3/mol < 1 
ΒCO2 -112.8 0.2 cm3/mol < 1 

Xvirial_correction 0.03 0.005 ppm 1 
Xloss_correction 0.14 0.02 ppm 6 

XN2O 0.325 0.0005 ppm negligible 
XH2O(note 1) 0 0.03 ppm 11 

13C, 18O  -8.5, -2 0.3 per mil 1 (note 2) 
Repeatability 
(manometer) 

 0.039 ppm 19 
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Reproducibility, 
(scale transfer) 

 0.01 ppm 2 

1 We do not make a correction for water vapor, so its value is assumed to be zero. 233 
2 Estimated to be less than 0.01 ppm. 234 
 235 
2.5 Total uncertainty, including scale transfer 236 

The manometer repeatability from up to 10 episodes is relatively consistent over the range 250-800 ppm, with an 237 
average of 0.10 ppm. Since critical components are calibrated to national standards prior to each episode 238 
(temperature, length, mass) we consider episodes as independent.  Thus, we calculate the manometric repeatability 239 
as the average standard error, from N episodes, among all primary standards. The average standard error for all 240 
primaries is 0.039 ppm. 241 

Scale transfer from primary to secondary and secondary to tertiary standards is performed using multiple laser 242 
spectroscopic techniques (Tans et al., 2017). Differences among tertiary cylinders analyzed more than once over 243 
different time periods, spread across multiple suites of secondary standards and multiple primary-secondary 244 
comparisons, captures the reproducibility of the scale transfer process. We estimate this uncertainty contribution to 245 
be 0.01 ppm (1s).  246 

Adding uncertainties associated with manometer repeatability and scale transfer in quadrature to the manometer 247 
uncertainty we obtain the total standard uncertainty associated with the X2019 scale (third column in Table S4). For 248 
expanded uncertainty (~95% Confidence Level) we multiply standard uncertainties by coverage factor k=2. The 249 
expanded uncertainty can be approximated as uXCO2 = 0.000287*XCO2 + 0.074 ppm.  250 

Table S4: Standard and expanded uncertainties (ppm) associated with XCO2 determination (scale X2019). 251 
XCO2 (μmol/mol) Standard Uncertainty 

(manometer only)  
Standard Uncertainty  
(including manometer repeatability 
and scale transfer) 

Expanded 
Uncertainty (k=2) 

250 0.056 0.074 0.148 
300 0.063 0.080 0.160 
350 0.071 0.087 0.173 
400 0.079 0.093 0.187 
450 0.087 0.100 0.201 
500 0.095 0.108 0.216 
550 0.103 0.116 0.232 
600 0.112 0.124 0.248 

 252 
 253 
3  Comparing primary standards (with manometric CO2 determination) to gravimetrically-prepared 254 
standards 255 
 256 
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 257 
 258 
Figure S7: Differences between the X2019 scale and the X2007 scale derived from manometric standards (black 259 
symbols, dashed line), and differences between gravimetric standards and the X2007 scale (red symbols).  Here, 260 
gravimetric standards were analyzed by laser spectroscopy and assigned CO2 mole fractions on the X2007 scale. 261 
Error bars (1s) are larger for gravimetric standards because they are independent of the manometric system and 262 
incorporate uncertainties in both methods, whereas manometric primary standards share common uncertainty 263 
components. The gravimetric standards show a mole-fraction dependent offset from X2007 similar to X2019 264 
primary standards, suggesting that the linear correction for CO2 loss in the manometer small volume is a reasonable 265 
approach. 266 
 267 
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