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We thank each of the reviewers for their comments, which were perceptive and helpful. The conclusions
of the paper are largely intact, but two major changes in the analysis have led to major changes in the text.
The first, and most critical, is that the calculations for heating of particles in the UHSAS laser were not
appropriate for particles within 10 times the mean free path of the air molecules. Using more appropriate
formulae made it very clear that rBC particles will heat to the temperature at which sublimation occurs,
causing particles to shrink and be undersized by the UHSAS. It also increases the liklihood that undersizing
of non rBC-containing particles is due to heating of BrC or tarballs.

The second major change in the manuscript is that T-matrix optical calculations were used on model
rBC particles rather than Mie calculations using a crude refractive index averaging scheme. This did not
have a drastic effect on the calculated scattering, but does provide a more sound theoretical basis for our
conclusions.

Since the responses to the individual reviewers was nearly in the form required for this response, it will
be largely be a concatenation of those responses.

Comments from Charles Brock

1. Line 66. You may want to cite Kupc et al. (2018) here. Kupc et al. describe modification
and calibration of a UHSAS for airborne use, and is one of only two (now three) papers
discussing the performance of the UHSAS.

I’m sorry to say I had missed that paper. It’s a good one! It’s now cited.

2. Line 106. You mention later (line 139) that a “grab” sampler was used by the SMPS.
Why do you need a “vast” and apparently homogeneous plume to do the size-resolved
analysis? Doesn’t the grab sample eliminate the need for homogeneity?

That is a good point–this kind of in-flight calibration can be done at a small scale, but there are a
couple of limitations. Most obviously, the grab sampler only has enough volume for 3 scans, so multiple
grabs were necessary to characterize the UHSAS response. More importantly, if aerosol composition
changes at small scales, then one cannot assume that a calibration at one location is valid elsewhere
in the plume. The consistency of our results over many samples and suggest that they are generally
valid for this large plume.

3. Figures 2-5. These figures are well laid out, but they use very similar colors and line
types. The colors for the graphite, Aquadag, and NaCl are too similar, as are the sulfate
types. I’m not color-vision-impaired, but I know many who are, and these figures would
be really tough to read. Can you use more distinctive colors and different line types
(dotted, dashed, dash-dotted, etc.) to better distinguish the curves?

I have tried to make those figures clearer, altering line types and choosing colors that shouldn’t be
confusing to the most common types of colorblindness. Part of the difficulty is that the symbols
are overloaded–the colors identify test materials and the shapes indicate the number of charges. In
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my opinion, the number of charges information information is worthwhile, but it could be excluded,
allowing the symbol shapes to clearly identify the test materials.

4. Line 236. You state that the SP2 has a ”much more powerful IR laser”. Stephens et al.,
(2003), who describe the prototype for the SP2, quote a laser intensity of 1× 106 Wcm−2.
This is not very different from the stated (line 204) UHSAS laser intensity of ∼5×109 Wm−2

(= 0.5×106 Wcm−2). Thus I would not be surprised at all if the UHSAS is able to at least
partially incandesce BC particles, leading to a mis-sizing.

This turns out to be an extremely important point. The SP2 laser system is so much more elaborate that
it hadn’t occurred to me that the energy density is comparable. As it turns out, the equations I used
for thermal conduction to the air, following Cai et al. (2008), which assume particles are large enough
to be in the continuum regime, indicate that the SP2 would be unable to heat small rBC particles
to incandescence. That’s clearly wrong! It turns out that applying a transitional regime model, as
in Bambha and Michelsen (2015), makes a huge difference. It is now clear that incandescence and
vaporization is a very real problem in the UHSAS. The paper now reflects that.

5. Line 357. The corrected UHSAS data are not ”an order of magnitude too high near 1 µm”
for the free troposphere case (Fig. 8f). It’s less than a factor of 2.

Good point. All of the corrected UHSAS volume distributions are high, but only the MBL example
is high by nearly an order of magnitude. I’ve rephrased it to “the corrected UHSAS is considerably
higher than the APS between 0.6 and 1 µm”

6. Line 373. Here you say that it’s not clear which refractive index to use to calculate
scattering for comparison with the TSI nephelometer. Each bin of the UHSAS corre-
sponds to a certain amount of scattering into the detection volume. If you quantify how
much scattering each bin represents, which you are effectively doing by calibrating with
a monodisperse aerosol, you should just use the same calibrant refractive index to cal-
culate total scattering. In effect, you are just summing up the scattering represented
by each bin, getting the total scattering. Of course, this ignores the difference between
hemispherically integrated scattering vs. the narrower viewing angles of the UHSAS de-
tection optics, but it is a very good first approximation to just use the refractive index
of the calibrant (in this case, PSL). You can investigate the magnitude of the error due
to the scattering geometry using Mie calculations.

That’s what we’ve normally done in the past and in fact what we have done here. However, the
situation is made more complicated by the fact that the refractive indices at the UHSAS wavelength
are different than those in the visible, so the accuracy of the results are affected by the relative change
in refractive index of the sample particles and the calibration spheres. I’ve explored that a bit in Fig 1.

7. Line 371. Can you use the rBC number fraction from the SP2 to estimate the number
of anomalously undersized particles, and boost the number in the main mode by this
fraction to compensate?

Certainly one could do that, but that would require making assumptions about exactly which size
particles to move.

8. Line 384. The obvious explanation is that the coatings are not volatile at 400 C. This is
consistent with Adler et al., 2019, who found coatings on biomass burning particles that
did not evaporate (at lower temperature) but that were not incandescent in the SP2.

The new heat loss calculations indicate that even a pretty small amount of absorption by rBC can heat
up particles sufficiently to volatilize almost anything organic, so this isn’t really an issue any more. I
expect that the coating simply takes long enough to volatilize that the peak scattering occurs at the
initial peak as shown in Fig 1c of Laborde et al. (2012) rather than at the second peak.

We do not have have a curve of volatility vs temperature, but our tandem thermal DMA tests showed
that particles were generally unchanged by heating to 150℃, while a new figure (9) shows that 300℃
reduced particle diameter by ∼ 30% and mass by ∼ 65%.
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9. Fig. 9. Have you modified the UHSAS flow system as in Kupc et al.? We found that both
of our UHSAS instruments leaked through the seals around the detectors, downstream
of the detection region, reducing the sample flow even though the exhaust flow (which is
the nominal flow measurement) was constant. This produced an altitude-dependent flow
bias (Brock et al. https://doi.org/10.5194/acp-11-2423-2011), although it works in the
direction opposite the trend seen here. Droplet Measurement Technologies has repaired
the leak in our UHSAS, and they had a jig and setup to do this, implying that this is a
common problem that they have had to fix in the past.

No. Unfortunately, our field project was over before the paper was published. We actually did notice
a small discrepancy between inlet and outlet flow rates but failed to find the leak. It was small enough
that we did not notice an altitude dependence, although we looked for it.

10. Fig. 11. Change y-axis label to ”Fraction of Particles”.

That’s not actually what the Y axis is. The x-axis is the fraction of rBC-containing particles. The
y-axis is the number of sample periods that had that fraction of rBC-containing particles normalized
by the total number of samples each year. The sample periods were rather arbitrarily chosen as LDMA
scan periods, which were 85 s long. I’ve clarified that in the text.

11. The Appendix is very clear and helpful.

Thanks! I hope the two more appendices are useful as well.

12. Please check over the references for consistency with Copernicus formatting guidelines.
For example, Clarke and Ellis et al. have capitalized titles, journal names are not consis-
tent, etc. This is a consequence of EndNote-type software, which ALWAYS needs manual
checking and correction.

Yes, something always slips through. I’m actually using the rather outdated LATEX and BibTEX style
files supplied by Copernicus, so EndNote can’t be blamed this time.

Comments from J. C. Corbin: Major concerns

Briefly, my two major concerns are (i) an alternative hypothesis for the field data is internal
mixing of soot and organic matter (OM), and (ii) the UHSAS has a similar laser intensity
than the SP2. The second concern implies that tarballs should evaporate in the UHSAS (in
support of this work’s conclusions), rBC should be vapourized and not detected (in apparent
contradiction of the laboratory work), and particle heating is much larger than currently
calculated, at least for soot. These two concerns are fleshed out in the following comments,
which address the manuscript more directly.

The idea that rBC would not be detected because it was vaporized seems incorrect, because the particle
must enter the beam to get heated. Once in the beam it will scatter light and be detected. As the particle
progresses father into the beam, two processes compete: scattering gets stronger as the light intensity
increases, and scattering is reduced as the particle vaporizes.

1. The evaporation hypothesis has not been unambiguously shown from the laboratory
experiments. The authors have not measured absorbing spheres to demonstrate evaporation.
It would be relatively simple for the authors to reproduce the experiments of Sedlacek et al.
(2018), using nigrosin. This would let the authors clearly demonstrate what the hypothesized
evaporation effects would look like in the UHSAS. Ideally, different laser powers would be used
(by varying the pump laser power). Because evaporation in the UHSAS is a strong claim, it
should be supported by this direct demonstration.

As mentioned above, we are not able to do that experiment at the moment. It would be a really good
idea. However, in light of the new calculations of particle heating, there is very little reason to doubt that
evaporation would occur.
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Figure 1: Effect of refractive index on calculated scattering. Panel a) shows the power scattered into the
UHSAS optics for 3 materials. The PSL line is almost precisely on top of the NH4NO3 since the refractive
indexes are almost identical. I then determined how big the NH4NO3 and H2SO4 particles would have to be
to be classified as a PSL particle of a given size. Panel b) shows the ratio of those sizes. When calculating
scattering per particle at the UHSAS wavelength (panel c), one sees good agreement up to 0.4 µm for both
salts, but then the large size of the H2SO4 particles does a lot of forward scattering that isn’t seen by the
UHSAS. Nevertheless, one would expect very good scattering closure for the accumulation mode. However,
when calculating scattering in the mid-visible, the refractive indices of the materials change in different ways,
yielding much poorer agreement, something like a 10% underestimate for the accumulation mode. NH4NO3

refractive indices for visible light are averages of the 3 axes of orthorhombic crystals (the stable form from
−16 ◦C to 31.2 ◦C) from Bowen (1926) and for infrared light are from Cai et al. (2008).

2. The laboratory experiments have not shown the response of the UHSAS to realistic
soot with a DLCA morphology. This morphology plays a major role in the light scattering
properties of atmospheric black carbon (Sorensen et al., 2018). Light scattering by fractal soot
aggregates is significantly lower than that of equivalent spheres due to its morphology alone
(Mishchenko, 2009’s Figure 12). Atmospheric black carbon either has DLCA morphology
or is compacted from DLCA by coatings. The fullerene soot sample may at best represent
compacted DLCA soot, which is adequate but could be much improved by a simple experiment
with a kerosene flame or similar.

We do actually have some lab data of particles generated by a kerosene lamp (Fig. 2), but omitted it
from the paper because

1. freshly generated kerosene soot was not representative of the types of aerosols seen in ORACLES;

2. we do not know how much rBC was present in the soot, nor how much organic carbon;

3. we do not know the characteristics of the soot, which was from a hurricane lamp rather than a well-
designed soot aerosol generator so spherule diameter and fractal dimension are unknown; and

4. as a consequence, we did not do the DMA→UHSAS tests.
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Figure 2: Smoke from a kerosene lamp sampled simultaneously by the LDMA and the UHSAS. This is a 6
minute average. Yes, those are stitching errors at 0.13 and 0.24 µm.

With such poorly known aerosol, the results are hard to interpret, but it is clear that the UHSAS saw a
similar overall concentration, so particles were not vaporizing fast enough to shrink below the detection limit.
The largest particles were clearly undersized by the UHSAS, and the peak was undersized by about 10 %,
representing 50 % less scattering than a PSL sphere with equivalent mobility diameter. That’s actually
much less undersized than the fullerene soot and Aquadag. The obvious interpretations are that either the
kerosene flame actually produced little soot compared to organic matter or that the DLCA soot produced by
the lamp scattered less, as you predicted, but did not heat up enough to vaporize, while the more compact
Aquadag and fullerene particles absorbed much more light and vaporized. Denser, more compact particles
both absorb more heat and diffuse it away less efficiently.

In addition, as you’ll see in the new appendix, better scattering calculations do show that total scattering
for compact aggregated absorbing spherules is significantly less than Mie calculations suggest. However, the
side scatter seen by the UHSAS is actually enhanced. It doesn’t cause a large sizing error because of the
6th power dependence of scattering on diameter. Absorption is also enhanced, which is directly related to
particle heating.

3. The calibration experiments are also missing a non-absorbing, non-spherical case, which
would help to explain whether absorption is really important here, or just morphology. Silica
or titania aggregates could be used (Schmoll et al., 2009) and would ideally be generated as
DLCA aggregates (Eggersdorfer and Pratsinis, 2013) for comparison with soot. The authors
may avoid this suggestion by including both soot and absorbing spheres, however. 4. In
the scattering calculations corresponding to the calibrations, the authors should follow the
literature to use the relatively simple RDGFA approach (Sorensen et al., 2018) rather than
an effective medium approach in approximating soot properties. The combustion literature
has long used the RDGFA approach to obtain reasonable results for soot and to show that
soot scatters very little light at similar wavelengths (Liu et al., 2019). With the addition of an
absorbing spherical particle type, a DLCA soot sample, and optionally a non-absorbing DLCA
aggregate, the authors’ work would represent a comprehensive study of the UHSAS response.
So, these first 4 comments would not only close an important gap in the reasoning here but
provide valuable reference data for others.

Interesting ideas. As mentioned earlier, we have implemented better scattering calculations, but aren’t
in a position to run the recommended tests.

We do not have electron micrographs to verify this, but neither the fullerene soot nor the Aquadag used
as surrogates for rBC are likely to resemble DLCA aggregates. They are generated in aqueous solution and
then the water is evaporated in dried air then any organic materials are either evaporated or charred in the
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tube furnace. This treatment sort of resembles the processed rBC tested by Bambha and Michelsen (2015)
that collapsed their DLCA particles into much more compact shapes.

5. I have requested a direct demonstration of the evaporation hypothesis because I can
propose an alternative hypothesis which the authors have not discussed: internal mixing of
soot with non-absorbing or slightly absorbing material. Internal mixing is almost inevitable for
plumes as old as those studied here (2 days to 2 weeks, Line 309). The authors’ laboratory data
shows that black-carbon surrogates scatter much less than predicted by equivalent spheres (as
expected and noted in the previous comment).

It appears we were not sufficiently clear here, as we certainly never even considered the possibility that
particles we sampled in ORACLES were not internally mixed. Indeed, the SP2 data showed thick coatings
were the norm. Fig. 11 in the paper showed that the fraction of rBC-containing particles roughly agreed
with the fraction of anomalous particles, an indication (though not proof) that the anomalous particles were
the ones containing rBC. The main source of our confusion was precisely that they ought to be a mixture
that behaved differently than the nearly pure rBC particles tested in the lab.

You do bring to mind a possibility that we did not consider–that the non-anomalous particles also
contained rBC, but in quantities too small for the SP2 to detect. Those could heat the particles enough to
vaporize relatively volatile materials. We’ve added that possibility to the discussion.

It can be expected that coated black carbon would behave somewhere in between soot and
non-absorbing spheres, as suggested by previous work (Mikhailov et al., 2006). This does not
univocally imply a continuous range of UHSAS signals in Figure 7, because particle breakup
due to laser heating (Moteki and Kondo, 2007) could cause two UHSAS modes: either coatings
evaporate and give a smaller signal, or they fragment and give a larger signal.

In general, fragmentation would not increase scattering signal. If a single particle breaks into 8, for
example, then the resulting particles will have half the diameter, but each will scatter (1/2)6 = 1/64 as
much, so total scattering drops by a factor of 8. (This is assuming particles smaller than 0.3 µm, so essentially
within the Rayleigh scattering regime, and that all particles are in the beam simultaneously.) If they are
absorbing particles, they would heat less in the beam so would not evaporate as quickly, but that seems
unlikely to overwhelm the inverse relationship between number and scattering.

The Moteki and Kondo (2007) case posits a mixed rBC and non-absorbing OM particle where the two
parts split apart, so the non-absorbing part ceases to shrink and continues to scatter as it passes through the
beam. If this happened in the UHSAS, the particle would still be undersized relative to the original particle
diameter, but by much less than if the OM evaporated. It is certainly possible that this occurred during the
inflight DMA→UHSAS tests, but if that was the typical cause of the undersizing of the z = 1 and z = 2
particles, we would have expected the SP2 to find a much higher fraction of particles containing rBC.

The field data (authors’ Figure 7) can therefore be explained simply as a mixture of soot,
organic matter (OM), and soot+OM particles:

(a) The soot particles are the anomalous low scatterers with Dmob>100nm, as expected
for DLCA aggregates.

Possible, but the SP2 data indicates that most rBC had a thick coating. There does not appear to
be a large population of uncoated rBC. It is also unlikely that our very aged soot particles still resemble
DLCA aggregates. Electron micrographs in Miller et al. (2021) show much more compact shapes, appearing
much more comparable to the processed rBC tested by Bambha and Michelsen (2015) with fractal dimension
2.3–2.4 rather than the 1.78 for DLCA aggregates in Sorensen (2011).

(b) The OM particles are the smallest particles (circles and squares with Dmob<100nm).
Sure.
(c) The soot+OM particles are the larger particles (circles and squares with Dmob>100nm).
But those particles are the most common, and the SP2 indicates that rBC-containing particles are

generally only 5 to 18 % of the population. So this can only be the case if the rBC components are too small
for the SP2 to detect.

(d) The ratio of Dopt/Dmob (y axis of Figure 7) may decrease with increasing Dmob
because larger soot particles have larger shape factors (Sorensen,2011), or because larger soot
particles have larger internal coupling parameters (Sorensen et al., 2018), or both. I made a
rough calculation of the latter effect and it appears to be smaller than the former.

A second internal-mixing hypothesis replaces soot with tarballs above.
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Yes, it may well be that tarballs behave very similarly to rBC.
The current laboratory experiments on soot surrogates (Aquadag and fullerene soot) ac-

tually support this internal-mixing hypothesis more than the brown carbon evaporation hy-
pothesis. These surrogates anyway probably scatter more light than soot since their structure
is more compact, and since Aquadag is made up of larger graphite flakes. The authors may
perhaps consider my alternative as a sub-set of their evaporation hypothesis, or disprove it
using their thermal denuder data.

It seems simpler to assume that there are only two major particle types: particles that contain rBC and
thus absorb lots of light, heat up, and shrink considerably; and particles that are weakly absorbing, heat up
less and lose only a relatively volatile fraction of their mass. The absorbing species in the latter particles
could be BrC, tarballs, aged tarballs that are no longer recognizable as such, the intermediate BrC found by
Adler et al. (2019), or even tiny amounts of rBC. This scheme agrees with the SP2 data indicating that the
fraction of particles containing rBC is roughly comparable to the anomalous particle population, the thick
coatings seen by the SP2, and the lab calibration of rBC surrogates.

6. In the context of the previous comments, I question the value of a “correction” to
the UHSAS. If the surprising signals represent real physical phenomena, and the UHSAS is
working correctly, why “correct” the data? Section 3.2 could in- stead follow the tone of Section
3.1, and focus on the prediction of the UHSAS response from fundamental particle properties.
Since the particle properties are not known exactly, the properties (morphology effects on
scattering, morphology effects on Dmob, refractive index and – if justified – evaporated volume
fraction) required to explain the observations can be discussed. If the authors’ answer is that
a correction is valuable to predict volumetric size distributions and total light scattering, then
please modify the manuscript to emphasize this.

To a large extent, I agree that a correction is futile–it utterly fails to account for the anomalously
undersized particles and it’s not likely to generalize to other projects.

However, the whole point of using the UHSAS in ORACLES was to rapidly measure particle size distri-
butions through the entire range of important CCN diameters and to make detailed measurements of the
optical properties of the aerosols. As it turns out, we got a lesson in the limitations of the UHSAS, and that
became the theme of this paper. Nevertheless, we’d like to make the UHSAS data as useful as possible. We
hope it’s clear that the correction is not universally useful.

7. The manuscript has cited relevant SP2 work but there are a few points where the SP2
literature should be used to constrain the UHSAS predictions.

(a) The intensity of the SP2 laser has been reported as 1.7E+05 Wcm-2, 6.5E+05 W cm-2,
and 4.05E+05 W cm-2 by Schwarz et al., 2006, Moteki and Kondo 2007, and Bambha and
Michelsen 2015, respectively. Cai et al. (2008) reported the UHSAS laser intensity as 5.1E+05
W m-2. These are all similar to the 5.1E+09 W m-2 (5.1E+05 W cm-2) reported here. The
SP2 and UHSAS wavelengths are about the same. So, the behaviour of a given particle in
the SP2 can be extrapolated to the UHSAS. (While thinking about this I consulted Figure
1 of Corbin and Gysel-Beer 2019, which shows the behaviour of various particle types in the
SP2 laser.) Any particles which vapourize (or carbonize) in the SP2 must vapourize in the
UHSAS. Therefore, Equation 1 and Figure 4 cannot be correct. The SP2 routinely observes
soot particles down to about 80 nm from their incandescence at >3000 K, yet Equation 1
apparently predicts only 1000 K at steady state for 100 nm soot. Moreover, this size is an
overestimation for aggregate particles like fullerene soot. The assumptions behind Equation 1
must be flawed, at least for non-spherical particles. Bambha and Michelsen (2015) performed
more detailed calculations than Cai et al. (2008); probably too detailed for this manuscript.
So it becomes even more important to perform UHSAS calibration experiments with DLCA
soot.

Your argument is precisely correct. I hope we have sufficiently addressed it. (Except as noted above,
while calibration with DLCA soot would be interesting, it is probably irrelevant for either the lab or the
ORACLES aerosol.)

(b) Sedlacek et al. (2018) showed that nigrosin (brown carbon / tarball surrogate) absorbs
the SP2 laser. Corbin and Gysel-Beer (2019) reported SP2 time-resolve scattering cross-
sections for the evaporation of tar brown carbon (TB) from heavy-fuel oil that was similar

7



to Alexander et al. (2008)’s tarballs Their scattering cross-sections for TB actually look very
similar to the “anomalous” particles reported here. In contrast, their scattering cross-sections
for rBC actually show that the rBC evaporates before reaching the centre of the laser. So, how
can the UHSAS see rBC? Presumably, the software uses the peak signal for all particles. This
would correspond to the peak laser intensity for non-evaporating particles, but would occur
before the peak for evaporating particles. This difference in incident laser intensity would
result in an undersizing of evaporating particles, in addition to their actual change in volume.

(I have presumed that the software uses the peak signal because the SP2 would have to
do the same if it did not have a “split” detector.) This is an important issue which will be
implicitly addressed by the addition of soot particles in the calibrations.

Yes, the UHSAS has peak detectors only, not the fast data acquisition that allows the SP2 to actually
trace the peaks. Therefore, if we have a particle that is a mixture of rBC and more volatile material,
scattering would be double-humped, as in Laborde et al. (2012) Fig. 1(c). But we have no way of knowing
which peak the UHSAS detected. The same might well be true for tarballs, if coated with more volatile
material. With BrC, presumably the heating would be less intense so there might only be one peak (unless
the particles char and generate rBC, as nigrosin does in an SP2). So the odds are that any particle with
significant absorption will be undersized, whether it is vaporizing sulfates, organic matter, tarballs, or rBC.

Comments from J. C. Corbin: Minor comments

While reading the manuscript carefully a number of minor comments arose, which I list here.
1. I appreciated the original structure of the introduction, but please add a short goals

paragraph at the end.
Okay
Please also consider moving parts of Section 1.3 to Methods.
It makes sense to move the absorption calculations to Methods.
2. Please add an Appendix section where the prediction of nephelometer signals from

UHSAS signals is explicitly described. I can imagine what was done but it should be spelt
out.

Sure
3. In Section 1.2 of the introduction, the authors’ use of light-absorbing carbon (LAC) ter-

minology could be refined. The section should cite Petzold et al. (2013) in its first paragraph,
which is a review of the topics discussed there.

I’ve changed the terminology to be consistent with Petzold et al. (2013).
In the next paragraph, change boiling to incandescence (line 79) since rBC actually subli-

mates.
I’ve changed the wording.
Please reword the statement that BC is a hypothetical material that includes graphitic soot

nanospheres and amorphous C, citing either the definitions given by Petzold et al. (2013),
Bond and Bergstrom (2006). The word hypothetical suggests that soot is not of a consistent
composition, which may mislead readers (Michelsen et al. 2020).

I agree that “hypothetical” is misleading, as it implies that BC is not real. I meant to convey the
ambiguity in the definition of BC (as is mentioned by Petzold et al. (2013)).

Michelsen et al. (2020) is a nice summary, but appears to be focused largely on soot derived from hydro-
carbons, not biomass burning. “soot” is defined as “carbonaceous particles formed during the incomplete
combustion or pyrolysis of hydrocarbons”, neglecting the carbohydrates and other organic material that
dominate biomass. I’m sure the processes generating soot from open biomass fires are largely similar to
laboratory combustion of hydrocarbons, but there may be some added complexity.

Please also reconsider the statement that quantitatively connecting the amount of carbon
with the light absorption of LAC remains a challenge. The issue is not that connecting the
two is challenging, but that the range of light-absorbing compounds formed by carbon is vast.
These LAC compounds include BrC, black carbon, and amorphous carbon in tarballs (a recent
summary is given in Corbin et al., 2019).
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As you say, the atmosphere has a plethora of varieties of LAC, generally all mixed together. Each
has different optical characteristics that are not necessarily well known and are affected by the mixing state.
Instruments that actually measure C cannot unambiguously differentiate between types of LAC. Instruments
that measure optical properties cannot tell us how much C is present. On top of that is the difficulty that
sampling techniques tend to alter the environment around the particles, changing their physical and chemical
properties. Petzold et al. (2013) discuss the difficulty of reconciling chemical and optical measurements.
There seem to be some challenges left!

When the authors mention amorphous C, are they referring to the degree of graphitization
(Michelsen et al., 2020) of the sample? The term amorphous C is often used for a specific
carbon material, rather than amorphous domains within soot. Please reword to clarify.

We do not know the precise chemical form of the ambient BC during ORACLES or even of the fullerene
soot used in the lab tests. Michelsen et al. (2020) advocate a very restrictive definition of amorphous carbon
that may not qualify as BC and is rather at odds with the usage of the term in older literature (e.g the
description of fullerene soot in Gysel, Laborde, et al. 2011) that appears to include anything lacking long-
range order, including glassy carbon, turbostratic carbon, polycrystalline carbon and perhaps carbon onions.
Perhaps it will be useful in the future to refine the definitions that way.

4. Please add a short description of the UHSAS to Methods. How are particle focussed
into the beam, at what flow rate, etc.

Done.
5. Please mention the particle counter after the DMA in Methods. Of course, a DMA by

itself does not provide size distributions, so I assume a CPC was used. Similarly, at line 126,
please clarify that it is not the DMA but the CPC which cannot tell the difference between
charges (especially important since this work uses a UHSAS to tell the difference).

I’ve mentioned the CPCs and reworded the bit about doubly and triply charged particles somewhat.
6. Line 147 mentions an empirical correction to a valve – please clarify if this correction

was applied to CPC, UHSAS, or both. Please consider adding a graph to the supplement
and/or stating here the magnitude of the correction.

Clarified with the relevant equation and a slightly better explanation.
7. Line 151 and surrounding, please mention what RH the sample would have had without

desiccation or what the maximum dewpoint would have been (I assume it is very low given
the altitude).

The plume was associated with elevated water vapor in the free troposphere, and ambient RH It varies,
but I’ve included the range.

8. Line 161 please briefly mention the reason why the fraction is trivial, especially since
the detector is missing from Figure 1. I am assuming that the reason is the small collection
angle of the detector optics.

I wish I could be quantitative here! I do not actually know the dimensions of either the avalanche
photodiode or the PIN photodiode, as I have not opened up the optical chamber and I have found no
mention of the sizes in the UHSAS documentation or in scientific literature. The photodiodes are roughly
5 cm from the particle beam. If I assume they are 1 cm in diameter (an overestimate, I suspect), then they
subtend a solid angle of 0.031 sr, which is less than 1.2% of the 2.65 sr collected by the Mangin optics.

9. Figure 2 please change soot to ambient soot with a citation to Moteki et al (2010) in the
legend. I originally misunderstood it as fullerene soot. Please also change graphite to graphite
sphere (or similar) for clarity, since Aquadag is also graphite.

Figure 2 has changed in response to another review. I think it is clearer.
10. Line 180 please provide a citation for this description of fullerene soot. Please change

to the RDG approximation here.
The soot description is now referenced. As mentioned, I used MSTM rather than RGD.
11. Line 191 “poor statistics”... how exactly was the statistical analysis done? Was the

mode or median of the distributions used?
Neither, actually. We used the particle by particle mode of the UHSAS, which reports the peak mV

for each individual particle detected. We bin the values, plot a histogram, and report the most frequently
occurring bin. I suppose that’s akin to a mode. Description added.
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12. Line 192 please change “than expected” to “than predicted for equivalent spheres” or
similar.

Changed, but to “scatter far less light than the calculations suggest”.
13. Table 1, what is “amorphous C” here? I did not see this term used by Moteki et

al. 2010. They did use the term “non-graphitic” to describe samples with a lower degree
of graphitization. I suggest omitting this entirely as the optical properties of soot (one row
above) will be similar. This comment relates to my general comment on LAC terminology
above.

It is the fullerene soot, which is ≥ 90 % “amorphous carbon” according to Gysel, Laborde, et al. (2011).
I think it is somewhat misleading to call it fullerene soot, because fullerenes are only a minor component and
the major species controlling the optical properties ought to be emphasized. But I can see that it’s clearer
to use the name in common use.

14. Table 1, please indicate either how these values were extrapolated from measurements
at other wavelengths, or the measurement wavelength if they were not.

We did no extrapolation except as already documented in the footnotes. All other values are either
directly from the sources cited at wavelengths no more than a few tens of nanometers from 1054 or are
interpolated from graphs in the sources cited. (Though it is not clear to me how Cai et al. (2008) determined
m for NH4NO3; the sources cited there are not particularly close to 1054 nm. In any case, we have no
calibration data using NH4NO3 and no longer show it in the heating calculation figure, so it has been
eliminated. )

15. Table 1, please change ’variable’ to the values used in order to convey more precise
information.

The whole point was that the effective refractive index changed with particle diameter. But, since I’m
no longer using the Mie calculations for those materials, they are no longer in the table.

16. Line 124, I do not agree that Gysel et al. (2011) concluded that Aquadag particles are
13% unknown composition after denuding at 450 degrees C, and I do not see the statement
in that work. These particles would be 100% rBC by definition, but may have a different SP2
response to other forms of rBC. In other words, this statement is illogical since the SP2 is
calibrated to the total mass of denuded particles. Perhaps the authors are referring here to
the EC content of Aquadag; this excludes oxygen and other atoms, so is smaller than rBC
mass.

Gysel, Laborde, et al. (2011) state that

TC content accounts for∼83 % of the total gravimetrically determined mass, and consequently
EC makes up ∼76 % of the total mass. Tests with thermodenuding Aquadag particles at 400 ◦C
before selecting them by mass resulted in ∼15 % higher SP2 signal amplitude per particle mass
compared to non-thermodenuded Aquadag.

So an undenuded 10 fg particle would have 7.6 fg of EC. A particle that passed through the denuder and had
a mass of 10 fg would had 15% more EC, or 8.7 fg. That’s 13% of the mass unaccounted for. It does not
cause problems with SP2 calibrations because it’s accounted for in the effective density calculation.

17. Figure 6 should not show the extrapolation if the discussion describes it as “completely
inappropriate”, please harmonize.

Changed.
18. Line 250 please change “kernel function” to “transfer function” according to convention.
“Kernel function” is hardly rare in the DMA literature (e.g. Gysel, McFiggans, et al. 2009; Talukdar and

Swihart 2003), but that’s usually from an inversion perspective. I’ll admit that “transfer function” is easier
to understand.

19. Line 303 please report the wavelengths which the AAE was calculated from.
Sure. It was 470 to 660 nm.
20. Throughout the manuscript, error bars were generally missing and not discussed, please

add them or an overall comment.
Okay.
21. Line 204 please mention 1/e2 as the measure of beam diameter (if correct).
Okay.
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22. Line 382 much lower temperatures than 400 C, are enough to evaporate most coatings.
e.g. https://doi.org/10.1016/j.jhazmat.2011.12.061

Note the addition of Fig. 9, which demonstrates that 300℃ is more than sufficient to account for the
particle shrinkage.

Offhand, I’d agree that that’s long been known. I cited Clarke (1991) for sulfates and Ellis and Novakov
(1982) for organics vaporizing below 400 ◦C, but not there and I was not explicit. It’s not actually obvious
that Maruf Hossain et al. (2012) established that for ORACLES aerosol. The fuel and the aging were far
different, and the ORACLES plume had modified combustion efficiencies (MCEs) CO/(CO + CO2) > 0.97
(article in preparation), indicating efficient flaming combustion (Collier et al., 2016). Flaming combustion
is where Maruf Hossain et al. (2012) found that their maximum temperature (250 ◦C) only evaporated 20%
of the volume of 0.116 µm particles.

It is amusing to note that Charles Brock cited Adler et al. (2019) to suggest exactly the opposite–that
the coating might not be volatile at 400 ◦C. I hope the new discussion about this is clearer.

Comments from Richard Moore

1. The main peak undersizing of 0-15% (depending on size) is largely consistent with the
difference in UHSAS size response between PSL particles and size-classified ammonium
sulfate particles, and that the finding reported in the second bullet point above is due to
differences in refractive index between the PSL calibration standard and aged, biomass
burning aerosols.

But the pattern is different, with the BB particle undersizing much more strongly related to diameter.
I see no indication that the (NH4)2SO4 behavior deviates significantly from that predicted by Mie
scattering (though it’s hard to tell from a log-log plot). Note that when you plotted our data, the line
actually crosses your 2020 data. As you’ll see in the revised version of the paper, the volatility changes
very little with diameter, suggesting that composition (and hence refractive index) does not vary with
particle size. I’m also a bit curious what shape (NH4)2SO4 particles have.

2. Can the dual peaks between 100-180 nm be attributed to a stitching error in the transition
region between the G3 to G2 gain stages, where the smaller ‘anomalous’ peak is from
the G3 detector? While such a stitching error would not bias the polydisperse size
distribution (or indeed even be noticeable in many cases), it may give rise to extra peaks
when looking at monodisperse aerosols near the gain stage transition point. What was the
G3 gain stage saturation diameter for this instrument during the ORACLES campaigns
as well as the subsequent tests?

No, it’s not a stitching error. Those tend to be very sharp and distinctive, while the anomalous peaks
are of a breadth comparable to the other peaks (there is no smoothing applied in the figure). In
addition, while stitching errors occur at fixed diameters (for a given calibration file) the anomalous
particles show up at different diameters for different mobility diameters.

3. Differences between Mie theory and the actual instrument performance may be sub-
stantial between 600-1000 nm as indicated by Figure 3, which may explain the poor
performance of the extrapolated correction. The difference between NaCl (refractive in-
dex of 1.53+0i) and PSLs is particularly noticeable and seems to exhibit 20% undersizing
between 600-1000 nm.

Yes, once the particles are large enough that Mie wiggles start to appear, theory and data seem to part
company. The question is whether that is due to the particles not behaving like ideal Mie spheres or
the instrument not responding to scattering as predicted. Certainly part of it is the former: particles
aren’t spheres and the refractive indexes aren’t known perfectly. Some of it may be the latter: perhaps
the optical angles aren’t as well defined as hoped or the jet isn’t through the center of the beam or
there’s a size-dependent defect in focusing the beam.

4. Along the lines of my Point 1 and the authors’ caution in the final bullet above, it’s not
clear to me that aged biomass burning particles or other atmospherically-relevant ab-

11



sorbing aerosols far from emissions sources are meaningfully different from non-absorbing
aerosols in terms of UHSAS sizing. Instead, these results motivate the need to calibrate
the UHSAS with particles of atmospherically- relevant refractive index instead of PSLs.

I emphatically agree, of course, since that’s exactly what we were trying to do with the in-flight tests.
The surprise was the extent of the undersizing, particularly for the anomalous particles. But for
particles below 300 nm, much smaller than the 1054 nm laser, Mie calculations ought to be reliable!

Part of the purpose of our lab work prior to deployment was to bracket the refractive indices we might
see in the field, with higher (PSL) and lower (H2SO4) as well as something in the middle (NaCl).

I’d suggest that the authors compare their biomass burning curve from Figure 6 to the
NaCl curve from Figures 2-3 rather than relying only on Mie Theory calculations as in Figure
7 to rule out the refractive index explanation.

As you requested, that is shown in Fig 3, including the airborne data from the plume and the NaCl data
from the plume, along with the fit to the NaCl data using the same mathematical form, but extending the
fit to 500 nm. The results are admittedly somewhat ambiguous, but the slope of the plume data is clearly
steeper than the NaCl.

But it makes little sense to concentrate solely on the NaCl, when the other non-absorbing materials
behaved quite differently. The H2SO4 is the only material we tested that is almost certainly spherical, and
the UHSAS slightly oversized it until well into the Mie wiggles. The refractive index is not perfectly known,
since it attracts water very effectively and also lab air typically has elevated NO3, so there could have been
a small fraction of NH3HSO4. Up to around 500 nm the Na2SO4 particles are very close (within 3%) to that
predicted by the Mie calculations, even though the particles are not likely to be spherical and the refractive
index used was for 589 nm, not the 1054 nm of the UHSAS laser.

The issue cannot simply be that the refractive index of NaCl is lower than that of PSL, since both sulfate
particles have even lower refractive indices. The most obvious explanation is non-sphericity, even though it
is true that the literature suggests it’s not a really big factor. Perhaps the nebulizer we used in the lab or the
drying rates were so different that the dynamic shape factor from Zieger et al. (2017) is optimistic and the
resulting particles have significantly less mass. Of course if the mis-sizing of NaCl is due to non-sphericity,
it suggests that perhaps aspherical plume particles could account for the undersizing. That seems unlikely
for non-rBC particles since they are a product of vapor deposition to nucleation mode particles, but cannot
be excluded. That caveat is now mentioned.

In any case, it would clearly be valuable to do a series of calibrations with definitely spherical particles
having a variety of refractive indices to test whether the UHSAS does respond as predicted by Mie theory.
It looks like you have been doing that, given the plot with numerous organics. Might my Mie code for
scattering into UHSAS optics be of use?

That the ‘anomalous’ particle size curve lines up so well with that for fullerene soot seems
like more than a coincidence and would seem to imply the existence of a small, externally-
mixed aerosol population in this aged biomass burning plume.

Yes, it might, but that conflicts with the SP2 data, which showed thick coatings. Given the new heating
calculations, it is inevitable that particles with even a small amount of rBC will get sufficiently hot to
evaporate coatings, so the anomalous particles need not be made primarily of rBC.
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