Response to Referee Comment #1 on

Characterization of dark current signal measurements of the ACCDs used on-board
the Aeolus satellite

The authors thank reviewer #1 for carefully reading the paper and providing very useful comments. In
the following, referee comments are repeated in green and answers by the authors are provided
directly below in black.

General comments:

The manuscript is dedicated to the improvement of experimental data coming from the ALADIN lidar
onboard the Aeolus satellite, which provides continuous measurements of atmospheric winds,
aerosols, and clouds. The manuscript seeks to solve an important problem of identifying and fixing the
experimental issue associated with the so-called “hot pixels” of the ALADIN’s ACCD detectors. The
authors suggest a method for pinpointing these pixels, introduce dedicated calibration modes, correct
the signals from the affected pixels, and show the results of wind retrievals from the fixed signals. The
problems of this kind are not new to the experimental physics, but in this case the study was hindered
by the fact that the experimental setup was not available for direct testing in the lab. Still, the authors
show that it provided sufficient amount of information for performing the analysis and for fixing the
problem. In general, the real state of the atmosphere and the retrieved atmospheric data are linked
through a number of conversions and convolutions, each of which can affect the quality of the
retrieved parameters. In the case under consideration, the biggest challenge was associated with the
missing or damaged pieces of information, needed for the retrieval, namely, with pixels providing the
profiles yielded from fringe-imaging or double-edged techniques in some ACCD rows.

Since the backscattered photons carrying the information about the atmospheric properties in this
setup are stored in ACCD matrix, one can split the solution of the problem to several steps: (i)
identifying the pixels, which are not reliable; (ii) correcting or excluding these pixels from the retrieval;
(iii) depending on the previous choice, one has either use the fixed values or modify the retrieval
algorithm; (iv) since the initial retrieval algorithm did not take into account the possibility of hot pixels
spoiling the inputs, one has a right to impose physical constraints on the retrieved data to fix the
affected points. The authors did an excellent job for (i) and then they followed the correction scheme
of (ii) and ended up with (iii). From this point of view, the work is impeccable. Still, I'd suggest to
consider a bigger picture and to look at the problem at a different angle. Perhaps, the authors did it in
the background and found that it didn’t solve the problem, but | found no trace of it in the manuscript,
so at least this is worth a discussion.

Let me explain. Looking at Fig. 1 of the manuscript and comparing it with the Fig.11, one can see that
the experimental setup has a certain redundancy in a sense that the peak in the Mie signal almost
never is narrower than 3 bins and, in some cases, a naked eye distinguishes 4 bins filled with non-zero
signal. At the same time, Fig. 11 tells us that the situations when two adjacent horizontal pixels are
“hot” are rare. Knowing that this detector is characterized by a low noise, one can make use of the
remaining available information and still get a reliable result. To prove this, | performed a simple test
illustrated in the attached Figure. The panel (a) shows the Mie detector mask, which is consistent with
Fig. 11 of the manuscript, but converted to a binary (good/bad) form. Panel (b) shows the simulated
signal, which qualitatively resembles that of Fig. 1 of the manuscript, but which passes through the hot
pixels of the mask (a) for demonstration purposes. For each row, the exact position of the peak



corresponding to exact value of the wind is stored for reference. Panel (c) shows the same signal with
hot pixels masked out. The Poissonian noise was added to the pixel values to imitate the detector’s
behavior. Then the fitting procedure based on sliding profile correlation approach similar to those used
in [Goldberg et al., 2012] and [Feofilov and Stubenrauch, 2019] was applied both to a full set of input
data and to a masked one. The procedure uses the knowledge of the profile of the fringe-imaged signal
along the columns and this profile is supposed to be known with high accuracy. The resulting retrieval
uncertainties are shown in panel (d) of the Figure. As one can see, the position of the peak retrieved
from incomplete data does not change that much compared to the retrievals from the unmodified
datasets, and the uncertainty in pixels converted to wind speed uncertainty is of the order of 0.03 m/s.
This is just a rapid exercise, which should be done in a different way for Rayleigh signals, but it leads
to an important question — even though the fixed hot pixels provide a dataset compatible with the rest
of the processing chain, wouldn’t it be easier and safer to exclude them from the consideration and to
update the procedure? | understand that this is not what the manuscript is about, but it's a major
philosophic question whether one should use fixed values from a damaged detector or use a reduced
dataset profiting from the redundancy of the data. The latter approach does not diminish the
significance of the work, but if it proves to give more reliable data through a simpler procedure, it
should be considered.

The second question is about aforementioned step (iv) — | believe, the retrieval procedure could profit
from the physical constraints of the following kinds: (a) point-to-point wind speed change and (b)
point-to-point aerosol/cloud properties change. Both are easy to justify and both can serve as an
additional quality control mechanism at early stage — if sudden unphysical jumps are found, the pixels
are removed from the retrieval and the values are interpolated, masked, and so on.

Response to General Comments:

Thank you very much for your valuable feedback. It is highly appreciated that you carried out a
simulation study to test different approaches to tackle the hot pixel issue by omitting the hot pixels in
the wind retrieval.

First of all, it is important to mention that Figure 1 of the manuscript is only a simplified sketch of the
ACCD to illustrate its working principle. The figure does not consider the full Mie fringe shape which is
spread over all 16 ACCD pixels — even at the edges of the ACCD the values do not approach zero. For
simulation studies, this could be approximated with an Airy function. On top of that, also the spectrally
broad bandwidth Rayleigh signal and the solar background are part of the Mie signal. | think these
aspects have to be considered in your simulation study presented in Figure 1. Apart from that, it is not
clear which values for the atmospheric signal levels and hot pixel amplitudes were used in your
simulation. Typical values for the Mie channel are 15 LSB and 5 LSB (both measurement level) for the
atmospheric signal level and the hot pixel offset, respectively.

There are several reasons not to exclude hot pixels from the wind retrieval. An important aspect is the
limited number of available pixels on the ACCD. As illustrated in Figure 1 of the manuscript, the ACCD
has only 16 columns which makes each single pixel indispensable for the retrieval. As already
mentioned above, each pixel contains valuable information. Although the major part of the Mie fringe
is only contained in three to four pixels in the center of the ACCD, the pixels at the edge still contain
valuable information which is needed to correctly derive the fringe centroid position, the fringe width
and the broad bandwidth Rayleigh offset, used for the computation of the SNR and scattering ratio.



Moreover, hot pixels are not damaged and thus, still provide valuable measurement signals which can
be used in the wind retrieval. Their main characteristics are increased dark current signals that are
changing over time. And as introduced in Sec. 2.3 of the manuscript, DUDE measurements allow for a
pixel-wise determination of the dark current signals for the correction of the increased dark signal
values.

As the omission of hot pixels is not feasible, the approach of correcting hot pixels using DUDE
measurements is the most suitable solution in the Aeolus. On the one hand, this method was
straightforward to implement for both channels without having to redesign the well-established wind
retrieval algorithms. On the other side, this method is also capable of dealing with the steadily
increasing number of hot pixels without having to adjust the algorithm after each hot pixel occurrence.
This is also a very important aspect for an operational satellite mission like Aeolus. In addition to that,
this method is also compatible with the Aeolus L2A aerosol retrieval algorithms.

“The second question is about aforementioned step (iv) — | believe, the retrieval procedure could profit
from the physical constraints of the following kinds: (a) point-to-point wind speed change and (b)
point-to-point aerosol/cloud properties change. Both are easy to justify and both can serve as an
additional quality control mechanism at early stage — if sudden unphysical jumps are found, the pixels
are removed from the retrieval and the values are interpolated, masked, and so on.”

First of all, it's important to know that the Aeolus processing chain is strictly sequential due to near-
real-time (NRT) requirement for Aeolus data products and does not contain feedback loops which
means that at the L1B processing stage the L2B products are not yet available. For the NRT processing
there is also the requirement to provide the L2B data products only 30 minutes after the downlink of
the raw data. Since the dark signal correction is part of the L1B processor, we cannot use additional
information about point-to-point wind changes at this processing stage. For the future, it is planned to
implement an additional check into the L2B processor to detect hot pixel steps in the L2B winds-based
comparisons with the ECMWF model background (see Sec. 3.3 of the manuscript). As demonstrated in
Sec. 3.3 of the manuscript, some hot pixels induce large O-B deviations in the wind products. So, this
check aims at detecting hot pixel induced bias steps which occur in-between two DUDE measurements
by analyzing the wind speed difference w.r.t to the ECMWF model. Winds exceeding a certain
threshold will be flagged as invalid at range bin level.

The prerequisite of masking hot pixels in the processing is the detection of hot pixel induced signal
steps while the instrument is in measurement mode which is very challenging. In simple terms, the
atmospheric return signal measured in the memory zone of the ACCD during wind mode is a
composition of atmospheric and dark current signal. To properly detect hot pixel induced steps one
must be able to distinguish between atmospheric and dark current signal induced steps. For this, the
ratio between the atmospheric and the dark signal intensities is important. Thus, for the Rayleigh
channel, the location of the pixel on the ACCD is the key factor. For instance, for pixels which are fully
covered by the Rayleigh spots, i.e. Rayleigh column positions 1-5 and 9-13, the atmospheric signal is
usually too dominant and variable compared to the dark current signal to distinguish between
atmospheric and dark signal induced steps in the atmospheric return signal. Figure 1 below shall help
to better understand this problem. It shows signal intensities (red line) for Rayleigh hot pixel [20, 2]
which is covered by one of the Rayleigh spots at observation level. In order to minimize effects induced
by changes in the range bin settings or the altitude of the range bin, the signal is median-filtered using
a window size of 400 observations. The vertical dashed green lines in the plot indicate the locations of



the DUDE measurements and the blue line with the second y-axis shows the dark current signal
correction value applied to the signal in LSB. The shaded areas which span certain time periods indicate
the validity times of the different orbits during the day. The DUDE measurements at 05:45 UTC and
16:15 UTC indicate two jumps of about 2 LSB in the dark current signal on that day. Analyzing the
atmospheric return signal (red line) shows that these jumps are not visible here.

Median filter window: 400 obs.
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Figure 1: Median filtered (window size: 400 obs.) ALD_U_N_1A pixel intensities for Rayleigh hot pixel [20, 2] (red) on 2020-03-
03 together with the DCMZ correction value in blue. The vertical green bars indicate the times of the DUDE measurements.

A general discussion of potential hot pixel correction methods was added to Sec 3.3 of the
manuscript. It is made clear that the omission of hot pixels is not feasible and advantages of the
implemented correction scheme are clarified:
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Same as for the Mie channel the magnitude of the dark current signal-induced Rayleigh bias depends on the signal level of the
backscatter signal. Generally speaking, the dark current induced bias 1s more constant in the Rayleigh than in the Mie channel
due to the more constant Rayleigh signal compared to the strongly varying Mie signal from clouds and aeroscls. For the
correction of hot pixels in the Aeclus NRT processing several options were considered. One way would be to omit hot pixels

from the wind retrieval However this approach is not feasible due to several reasons First of all. the very low number of 16
pixels per column makes each pixel indispensable in the wind retrieval Tt is important to note that also the pixels at the edze

of the ACCD contain valuable information necessary to retrieve the wind information. In addition. hot pixels are not damaged

and still contain information that can be used in the wind retrieval Another correction method 1= the interpolation of hot pixels

peing the information from neighboring pixels. Considering the rather coarse vertical resolution of Aeclus measurement of

250 m up to 2000 m and the non-linear vertical wind shears in the troposphere. especially vertical interpolation could be highly
erroneous depending on the vertical wind shear and the range bin settings.

As a result it was decided to implement an algorithm which corrects the increased dark current signal offsetz of hot pixels

bazed on frequent dark current =1 characterization measurement. This correction scheme was successfully implemented

into the wind retrieval of the Aeolus operational processing chain on the 14% of June 2019,

Eorthe corraptionln detail the dark zignal characterization obtained from frequently performed DUDE measurements iz used

for a pixel-wise dark signal correction, i.e. a DSNU correction, of adjacent wind measurement signals. As this kind of

correction was not foreseen before launch to be performed on a regular basis, dedicated instrument modes and algonthms had

to be developed after launch. The implemented correction approach has the advantage of being applicable to both channels
without having to redesion the well established wind refrieval algorithms Moreover. this method iz capable of dealing with
the steadily increasine number of hot pixels without having to adjust the algorithm after each hot pixel occorrence and is also
compatible with Aeolus T2A retrieval algorithms.

Moreover, the following paragraph of Sec 3.3 was modified to make clear that with the current

processor configuration point-to-point wind speed changes cannot be used in the dark signal

correction of the L1b processor:

This example demonstrates that even with DUDE measurements performed at high frequency, a perfect dark signal correction
i3 not possible. It is also clear that the performance of the correction scheme depends on the behavior of the hot pixel. In case
of ETS-like characteristics as shown for Mie pixel [13, 9] (see Fig. 3) the correction performs poor compared to hot pixels
with sporadic shifts. Wevertheless, this approach works fine to remove the constant proportion of the dark current offset and
in any case reduces periods of enhanced dark current induced bias sufficiently. In order to further mitigate hot pixel induced
effects, a further check will be implemented for the Aeolus level 2B product in the future. This check is based on comparing
the Aeclus with ECMWF model winds for each range gate. In case, the difference between both exceeds a certain threshold,
the Aeolus winds of the affected range gate will be flagged invalid. For example, the period between 14:15 UTC and 20:30

UTC (zee Fig. 10) would be flagged az invalid by the check. It is important to mention that the Aeclus processing chain is
strictly sequential and does not contain feedback loops which means that at the I 1B processing stage the model comparisons

from the T.2B products are not vet available For the NET processing there is also the reguirement to provide the L2E data
products only 30 minutes after the downlink of the raw data. Since the dark sipnal correction is part of the L 1B processor. it is

not possible to wse this information to mask or flag hot pixel offsets in the L 1B processing stage.

Specific comments:

Lines 200-209: if CIC noise is important, how does this fact match the “low-noise detector” statements
above? Some numbers are needed here, so that the reader could make his/her own conclusions.




The paragraph you are referring to is related to the role of CIC in the generation of hot pixels. Thus, it
is about CIC increasing the mean dark current signal rather than dark current signal noise. However,
information about the dark current signal noise and read-out noise is added to Table 1 of the
manuscript. Considering the pulse repetition frequency of 50.5 Hz and 18 pulses per measurements,
the in-orbit dark current signal rates are 0.49 LSB/s and 0.24 LSB/s for the Mie and Rayleigh channel.
Considering the Poisson distribution of the dark charges these values correspond to 0.78 e- — 0.89 e-
rms dark current noise for a residence time of the signals in the ACCD of one measurement which is
0.4 s. Note that these numbers already include CIC. The numbers for the read-out noise of the detector
are between 4 e- and 6 e- rms.

These values were added to Table 1 of the manuscript and the text of Sec. 2.1 was modified
accordingly:

Table 1: Specifications and in-orbit performance|of the Aeolus ACCDs

Type Thinned backside illuminated accumulation 51-CCD
Area Imaging zone: 0.43 mm x 0.43 mum — 16 x 16 pixels
Memeory zone: 0.43 mm % and 0.75 mm - 32 x 25 pixels
Pixel s1z¢ Imaging zone: 27 um x 27 pum
Memory zone: 13.5 pm x 30 pm
| Operating femperature -30 C°
Temporal resolution 2.1 ps—16.8 ps /250 m — 2000 m for atmospheric layers

(1 - 524)
3750 ps for solar background (layer #25)

Quantum efficiency 0.85
Charge =fficienc 0.9999
| Radiometric zain Mie: 0.68 LSB/e- Rayleigh: 0.44 LSB/e-
Dark current sional rate Mie: 0.49 LSB/s, Rayleigh: 0.24 LSB/s (in-orbit values)

Dark cugrent sienal noise 0.7

8 e- — 0.89 e- rms (root-mean-square) (in-orbit values)

Line 278: can one prove this statement about the DUDE correction with some formula or reference? At
the moment, there are only qualitative statements here.

The following example shall depict the dependency of the DUDE correction on the characteristics of
the hot pixels. As shown in the manuscript, we carry out DUDE calibrations four times per day. In case,
there are hot pixel induced shifts in-between the DUDE measurements, the dark current of the
affected pixels is not properly corrected until a new DUDE measurement is performed. As illustrated
in Sec. 4.2 of the manuscript, the characteristics, i.e. the fluctuation rate and level amplitudes, are very
different for the hot pixels. So, for stable hot pixels which do not change their level often, the frequency
of the DUDE measurements is not very critical. But for hot pixels with high fluctuation rates, it is much
more likely to have dark signal induced steps in-between the DUDE measurements which leads to
biased wind results until the next DUDE calibration is carried out. This effect is also illustrated in Figure
10 of the manuscript which shows the signal intensities of the very jumpy Mie pixel [13, 9] on 2019-
11-14. It shows a dark current induced signal decrease of 8.0 LSB at 14:15 UTC. As a result, the dark
current signal is overestimated as the dark current calibration based on the DUDE measurement from
13:15 UTC is still active. Consequently, the winds of range bin 13 are biased for the period between
14:15 UTC and the next DUDE update at 20:45 UTC (also explained in Sec. 3.3 of the manuscript).



Lines 300-320: perhaps, it’s a matter of preferences, but how does this approach compare to a simple
3-sigma test? Another approach, which could be also useful for detecting hot pixels as well as
identifying the nature of the noise is building and analysing Fourier spectra of the temporal sequences
for each pixel. Most probably, the spectra of hot pixels will be different from those of “normal” ones
and hot pixels of a different nature will reveal this in the spectra, too.

For our analysis an approach is needed which is not only capable of differentiating between normal
and hot pixel behaviour but also can find the exact temporal index of the dark current signal shifts.
This information is needed to derive information about the hot pixel signal amplitudes and the time
spent at the different dark signal levels. That’s the basis of the categorization of the hot pixels as shown
in Sec. 4.1-4.2 of the manuscript and, especially, of the analysis of the RTS characteristics (Sec. 4.2.1).

A simple 3-sigma-test would have probably been suitable to detect hot pixels but it would not have
been possible to derive further information about the hot pixel characteristics (amplitudes and time
spent at a dark signal level) as mentioned above. Figure 2 down below shows the dark signals of Mie
pixel [20, 2] (same as Figure 15 (top) of the manuscript) at observation level together with thresholds
obtained from the mean value + 3* standard deviation of the dark signal. It shows that the 3-sigma
threshold is exceeded multiple times which would result in classifying this pixel as “hot”. However,
comparing Figure 2 with Figure 15 (top) of the manuscript clearly indicates the advantages of the
sophisticated approach presented in the manuscript, i.e. the detection of the dark signal segments and
the derivation of the dark signal levels.

| agree that an approach based on the analysis of Fourier spectra of the dark signals would also have
helped to learn something about the different natures of the hot pixels. However, as mentioned above,
this approach would not have provided the needed information about the indices of the switches
between the dark current signal levels which is the prerequisite to derive temporal RTS characteristics
(see lines 349-353 of the manuscript).
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Figure 2: Dark signals of Mie pixel [20, 2] at observation level.

To clarify the need of the proposed time series segmentation algorithm, the introduction of Sec. 3.1
was changed as follows:



293 3.1 Detection of permanent dark current anomalies

The motivation for a detailed characterization of permanent dark current anomalies 1s twofold: a) it supports mnvestigations for
the underlying root causes of the hot pixel issue and b) the number and magnitude of dark signal shifts define the impact on

the wind observations and the DUDE correction. In order to fulfill b) a more sophisticated algorithm such as a simple 3-zipma

test, which can differentiate between normal and hot pixels. iz necessary. The presented algorithm is also capable of detecting

ces of the |:'.1:. den shifts in the dark sipnal time zeries which is the basis of the categorization of the permanent

300 temporal indi

fark corrent gpomalies.

Line 338: again, spurious changes could have been filtered out by Fourier smoothing procedure.

In our case Gaussian Kernel Density Estimation (KDE) is used to estimate the probability distribution of
the dark signal values. As depicted in the Sec. 3.1, the key parameter of the KDE is the bandwidth
parameter which controls the size of the Gaussian kernel at each data point. A bandwidth value which
is too high leads to an over-smoothed density estimation which probably hides important structure.
On the contrary, a too narrow bandwidth will put too much emphasis on single points and thus, result
in a density estimation curve with two many modes. As a result, it’s quite important to find suitable
values for the bandwidth. There exist several algorithms for this task. The standard approaches are
Scott’s rule of thumb (Scott, 1992) or Silverman’s rule of thumb (Silverman, 1986). However, these are
simplified approaches which assume normally distributed data. In the presence of dark signal
anomalies, the underlying distribution function is not known. This is why, non-parametric approaches
are needed to estimate the optimum kernel bandwidth. One established non-parametric method is
Maximum-Likelihood Cross Validation (Duin, 1976) which is a purely data-driven method to derive the
bandwidth parameter. Here, a metric for different values of the bandwidth is computed by estimating
the kernel function on a subset of data and computing and evaluating this function on the rest of the
data. The advantage of this method is that it’s purely data-driven, meaning that no assumptions on the
underlying data is needed. In our case this method provided reliable results. The drawback of this
method is its high computational costs. However, for the application to one-dimensional data that is
not a big issue. If this would have been a problem, it could have been an option to implement a fast
Fourier-based Kernel density bandwidth estimation as depicted in (Gramacki and Gramacki, 2017).

To further motivate the selection of the KDE bandwidth selection method, the following was added
to Sec. 3.1 of the manuscript:

On the contrary, important features may be smoothed away when applying excessive smoothing

350 for thiz task. For the purpose of analyzing dark signal anomalies. a non-parametric method which does not require any

assumptions of the undertying data distribution iz needed to find the optimal bandwidth parameter. ThuzHers, maximum-

likelihood cross-validation i3 used to determine the bandwidth parameter which is an established methed for the objective,
data-based derivation of the bandwidth parameter (Jones et al., 1996). Thiz method computes a metric for different values of

th by estimating the kernel function on a subzet of data and computing and evalnating thiz fonction on the rest of
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Lines 400-410: see the general comments — perhaps, the discussion should be updated.

See our response to your general comments.

Lines 430-435: how does this correction compare to vertical interpolation?




So far, vertical interpolation has not yet been considered as valuable approach to correct for hot pixels.
Considering the rather coarse vertical resolution of Aeolus measurement of 250 m up to 2000 m and
the non-linear vertical wind shears in the troposphere, vertical interpolation could be highly erroneous
depending on the vertical wind shear and the range bin settings. In case, Aeolus would be able to
provide measurements with a better vertical resolution, vertical interpolation might indeed be an
option.

As part of the modifications of Sec. 3.3, the mitigation approach of vertical interpolation is discussed
(see screenshot under “General Comments”).

Line 439: a median correction is applied, which does not eliminate sporadic events. Even though it

smooths them out, their erroneous nature is included in the results. On the other hand, gradient-based

or Fourier filtering would have removed a non-physical part of the signal.

You are correct signal spikes such as dark signal introduced transient events (introduced in Sec. 3.2 of
the manuscript) can influence the result of the median filtering. In this case, the correct way to perform
this kind of analysis would have been to identify transient events at measurement level and remove
them before averaging the measurements to observations. However, the analysis has shown that on
average only 0.24 % of the measurements are affected by transient events (see Sec. 4.3 of the
manuscript). This is why, this effect is considered to be negligible.

Line 500: it would be interesting to recalculate these 6% into a weighted percentage of pixels used in
retrievals. For example, pixel [9,13] is used often whereas [1,1] is not.

As explained in the response to your general comments, all pixels of both channels are used in the
wind retrieval. As a result, it is not possible to derive a weighted average of the pixels used in the
retrieval.

Line 550: Linear trend is interesting here. If the damage is due to high enerqy particles hitting the ACCD
then the slope should change with time, but 6% is too small a number for this to be noticed.

Yes, this is correct. In line 515 of the manuscript it is mentioned that the solar activity is currently at a
minimum and it will be interesting to see if this has an influence on the rate of hot pixel generation.
Moreover, it is planned to redo this kind of analysis at the end of the mission when a larger dataset of
hot pixels is available (see responses to reviewer #2).

Line 689: cosmic particles partially penetrate the atmosphere, so this is not a 100% proof.

This is correct. This argument will be reformulated as follows:

713 The fact that two hot pixels Mie [16, 15] and Mie [24, 3] — both of them in different hot pixel categories and with similar
characteristics of hot pixels emerged in-orbit — were already present before launch supports the hypothesis of an origin which
iz not solely related to the fact that Aeolus 1s operated in space environment with very harsh radiation conditions-smight ba

mdependent of space radsation However, other radiation sources within the instrument or even within the ACCD package

Lines 701-702: first, we did not see this in the manuscript and second, it should be considered in the
light of the exercise demonstrated in General comments.




The intention was to make this point clear in Sec. 3.3 of the manuscript. In this section, a simple
calculation is provided to demonstrate the effects on the Rayleigh wind results (see lines 410-418 of
the manuscript). It was demonstrated that a hot pixel induced signal elevation of only 10 LSB already
results in an HLOS error of already about 2.6 m/s. In order to further clarify the correlation between
the wind error and hot pixel offsets, the atmospheric return signal of Rayleigh hot pixel [11, 2] will be
added to Figure 8 of the manuscript (see Figure Figure 3). The modified figure clearly demonstrates
the correlation of the increased O-B bias values around 400 hPa and the dark signal induced steps in
the atmospheric return signal.

100 =i

200

300

Pressure / hPa

400

500

600

700
800

1000 ; ; ; - ; ; ; ; =
2018-10-08 2018-10-11 2018-10-14 2018-10-17 2018-10-20 2018-10-23 2018-10-26 2018-10-29

34

32

30

Signal / LSB

26

2018-10-08 2018-10-11 2018-10-14 2018-10-17 2018-10-20 2018-10-23 2018-10-26 2018-10-29

Figure 3: (Top): Comparison between Aeolus L2B Rayleigh-clear HLOS winds and the ECMWF model equivalents between 2018-
10-06 and 2019-10-31. The plot shows the mean difference between the observation (O) and the background (B) (short-range
forecast) model field as a function of pressure and time. (Bottom): Median filtered (window size of 400 observations) signal
intensities of Rayleigh hot pixel [11, 2] during wind measurement mode.

Figure 8 of the manuscript was changed as shown in Figure 3 above. Moreover, the explanation of
this figure was updated in Sec. 3.3 of the manuscript.

Line 752: numbers are missing here: uncertainty/bias after the correction vs uncertainty/bias before
the correction.

As shown in the manuscript, the hot pixel induced bias mainly depends on the hot pixel characteristics.
In Sec. 3.3 of the manuscript, the effect is demonstrated on the basis of a simplified example for the
Rayleigh channel. Here, a realistic hot pixel dark current signal offset of 10 LSB present for Rayleigh
spot A is assumed. In case, no dark signal correction is applied this would result in a wind bias of 2.6
m/s HLOS. Also, Figure 3 (Figure 8 of the manuscript) depicts hot pixel induced wind bias values of
several m/s. The random error of the wind measurements is not affected by the hot pixel correction.

[=]
0-B bias / m/s



As mentioned in Sec. 2.2 of the manuscript, the noise characteristics and thus, the random error, are
mainly driven by the shot noise of the signal.

783 A combination of dedicated instrument calibration modes and ground processors were developed to allow for a pixel-wise
dark signal correction of the wind signals already shortly after launch. It was demonstrated that this correction is capable of

correcting for the dark signal non-uniformity arizing from hot pixels on the ACCD and thus. successfully removes hot pixel

induced wind bias of up to several m/s.. It 15 expected that this correction will work throughout the whole mission lifetime no

Lines 301, 342, and elsewhere — in some PDF viewers, the font used for Python module names looks
strange.

The Python module names in the manuscript will be changed to normal font.



Response to Referee Comment #2 on

Characterization of dark current signal measurements of the ACCDs used on-board
the Aeolus satellite

The authors thank reviewer #2 for carefully reading the paper and providing valuable input. On the
one side, your seed questions support the on-going root cause analysis of the Aeolus hot pixel issue
and other side, they are also very useful to further improve the quality of the manuscript and provide
the impetus for a potential follow-on paper focused on root-cause analysis. In the following, referee
comments are repeated in green and answers by the authors are provided directly below in black.

General comments:

The focus of this paper is on analysing the on-orbit hot pixel characteristics and emergence trends in
the novel ACCD launched on the space-based wind lidar ADM-Aeolus, and mitigation of hot pixel
effects on wind retrieval accuracy. Though the paper does not draw any firm conclusions about the
potential root cause(s) of hot pixel emergence, this paper nicely sets the stage for such a discussion.
Most of my comments are geared towards this discussion. | should mention that, in my opinion, a
discussion of the root cause(s)/damage mechanism(s) is optional, as the authors’ description of the
strategies for mitigating the impact of hot pixels on wind retrievals, and detailed characterization of
these anomalies, make this a valuable work in its own right. In fact, the author could consider de-
scoping some of the discussion on the root cause from this paper, and deferring it to a future work, if
the author so wishes. A more detailed discussion of the root cause might be beyond scope, but | offer
the following comments/questions to address (optionally) that might aid a future publication/study on
the issue, or satisfy a curious reader of this paper. General questions: -

How much shielding exists around the ACCDs on Aeolus, and/or what is the shielded radiation
environment/dose (yearly DDD, TID)?

In the framework of the Aeolus development, simulations have been performed to determine the
shielding for the six instrument faces (+X, Y, +7Z) as seen by the detector. Equivalent shielding figures
from 2 mm to 8 mm per face have been found for the most exposed ACCD, plus the 2.5 mm thickness
BK7 window. The TID and TNID levels are respectively about 0.3 krad(Si)/year and 5E6 MeV/g(Si)/year
for 400 km circular orbit, maximum solar activity being considered for the whole mission duration.
Please notice that Aeolus altitude has been decreased to 320 km, reducing even more the radiation
levels.

Has there been a detectable, steady trend/increase in the dark current observed over the course of
the mission for pixels that have not experienced an anomaly?

No, there has not been an observable increase of the mean dark current signal for ACCD pixels that
were not classified as hot pixels. Figure 1 below indicates the dark signals at observation level of an
ACCD pixel (Rayleigh pixel [15,13]) which did not exhibit an anomaly. This plot does not show an
increase of the dark current signal. Another example of a hot pixel time series with nominal behaviour
is shown in Figure 4 (top) of the manuscript. In this case also no increase of the dark current signal
could be observed.

To make this clear in the manuscript. The following sentence was added to Sec. 4.2 of the manuscript:



585 4.2 Hot pixel signal levels

Figure 13 shows the median dark signal value of the Mie and Rayleigh hot pixels in ascending order of their dark current level.
In order to show the spread of the dark signal values, the scaled MAD is indicated by the black error bars. Given that the dark
signal values of pixels that show nominal behavior are Gaussian distributed (see Fig. 4). it might seem reasonable to use a hot
pixel threshold based on the standard deviation and the mean. Thus, the dashed black lines in Fig. 13 indicate the median value
590 +3* scaled MAD of dark signal values obtained from all ACCD pixels after removing hot pixels which 1s 2.28 LSB and 1.54

LSB for the Mie and Rayleigh channel, respectively. It should be noted that no increase of the dark current of pixels which

were not categorized as hot pixels over the mission lifefime was observed. Due to the fact that many Aeolus hot pixels only

show very small shifts in the mean dark signal and even return to a normal dark signal after some time (see Sect. 4.2.2), many
hot pixels would have been undetected using this simple threshold technique. This points out the necessity to use the
595 sophisticated detection algorithm as introduced in Sect. 3.1
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Figure 1: Dark signals of Rayleigh pixel [15, 13] with nominal dark signal behaviour. The blue dots indicate dark signal
intensities at observation level. The solid blue indicates the median filtered signal (window size: 1000 observations).

What design deltas between the ACCD and previously flown CCDs (e.g., Hubble) might explain the
observed anomalies? Inversely, what design elements do the ACCDs share with the CCD detectors of
GOMOS on ENVISAT?

Please find below a summary of the most important characteristics of the Hubble CCD43 and the
GOMOS CCD26:

Hubble (WFC3-UV): Inverted mode operation (IMO), back-illuminated, 2048 x 4096 pixels (15 um x 15
um pixel size) multi-pin-mode-operation (Windhorst et al., 2011)

GOMOQOS CCD26: IMO, back-illuminated, 143 x 1353 pixels (20 um x 27 um pixel size) (ESA, 2000)

The build of these devices in terms of silicon resistivity, dielectric thickness and doping levels is very
similar to that used for the Aeolus detectors. Also, the channel doping is probably similar. But the
Hubble CCD43 would have been IMO rather than Advanced-IMO (AIMO) with the barrier implant under
the whole of the poly 3 electrode rather than just under one edge. As a consequence, the dose of the
barrier implant is likely to have been lower so the potentials in the silicon and the numbers of holes at
the surface under a low clock could be slightly different. This may have an impact on CIC generation.

However, the major difference between the Aeolus CCDs and anything previously designed or built by
T-e2v is the memory section. This is almost unique in that the clock phases are cycled a large number
of times with the surface going into pinning but without the charge being transferred. Any local



generation site for CIC generation will therefore be able to give a hot pixel rather than distributing the
charge over a complete column.

What radiation testing was conducted on the ACCDs prior to launch (proton energies and fluence steps,
TID dose steps, heavy ion, un/biased, un/cooled, etc.), and what were the results? Does the observed,
on-orbit rate of hot pixel emergence, or anomalous behaviour, align with expectations from ground
testing? | assume not, but am curious as to why.

In the framework of the Aeolus ACCDs development, proton tests have been performed to evaluate
the probability of occurrence of such hot pixels and RTS pixels at an operating temperature of -30 °C
(also mentioned in Sec. 2.2 of the manuscript). On-ground proton tests were performed at different
temperatures between -30°C and 20°C in 2004 and fluence levels. Two samples were irradiated with
30 MeV protons (fluence: 2E9 protons/cm? and 1.35E9 protons/cm?) and two other samples were
irradiated with 100 MeV protons (fluence: 4.2E9 protons/cm? and 2.7E9 protons/cm?). A significant
increase in dark signal was observed at the maximum dose (~10x the beginning-of-life value for Aeolus.
Despite the much higher radiation dose as in space only three anomalies were observed: one post-
irradiation RTS pixel in one device + two suspicious pixels with increased dark current signals for
another detector sample. It should however be noticed that the dark signal acquisition duration has
not been optimized to track low frequency variations of the dark current signals (only 512 frames have
been acquired continuously) and the operation mode with regard to the timing settings during the
tests was not fully comparable with the settings used in-orbit. In addition, the post-processing
algorithm sensitivity was not good enough to detect abnormal pixels amplitudes as low as observed
in-orbit. Overall, the results show one post-irradiation RTS pixel in one device and two suspicious pixels
with increased dark current signals observed for another detector sample.

A few details about the proton tests were added to Sec. 2.2 of the manuscript.

The memory zone pixels are ~half the area of the imaging pixels. Are they “hit” half as often, or is it
impossible to tell?

It should be mentioned that each row of the memory zone of the ACCD consists of 16 transfer and 16
storage pixels. The 16 transfer pixels are the equivalent to the imaging zone and the form the transfer
section of the memory zone. The storage pixels form the memory storage section in which the signal
accumulation is performed. This is why the memory zone pixels are half of the area of the imaging
pixels. However, for the dark signal generation the residence time of the signals in the imaging and the
memory zone is more important than the size of the pixels (also explained in Sec. 2.1 of the
manuscript). The residence time in the memory zone is with 0.4 s much longer compared to the
residence in the imaging zone which is between 2.1 pus to 16.8 us, depending on the range gate timing
settings. Thus, the focus lies on hot pixels of the memory zone.

As mentioned in Sec. 2.3 of the manuscript, there are two specific measurement procedures to
characterize the dark current in the imaging and memory zones of the ACCD. Both procedures were
defined to be performed while the laser is not operating (e.g. before the switch-on). To overcome this
problem and measure the dark current of the memory zone during continuous laser operation so-
called “DUDE” measurements were introduced. This was possible by cleverly adjusting the range gate
settings. However, mainly due to technical restrictions it is not possible to acquire dark signal
measurements of the imaging zone while the laser is operating. As a result, the availability of imaging
mode measurements is restricted to periods where the laser was in a lower measurement mode (e.g.



before the switch on). Thus, it is not possible to properly characterize the dark current signals of the
imaging zone.

Section 2.3 of the manuscript was changed accordingly:

After the first identification of hot pixels in the nominal Aeolus wind lidar measurements, a new procedure to allow dark signal
characterization of the memory zone during continucus laser operation was introduced, so-called DUDE (Down Under Dark
Experiment)-measurements. During DUDE measurements the range gate timing settings are adjusted such that the theoretical
243 return signal is acquired from below the Earth’s surface. Figure 2 illustrates the difference in the data acquisition between wind
(2) and DUDE (b) mode. In that way, dark current signals of all pixels of the memory zone can be measured without lidar

zignal contributions apart from the solar background signal. Due fo technical limitations it is not possible to characterize the

dark current of the imaging zone in the same way as for the memory zone. Thus. the availability of the smaging zone dark

current measurements is restricted to periods where the laser is operated in a lower mode and not emitting laser pulses]

Will a version of these ACCDs fly on ATLID/EarthCARE? Have the observations/findings in this paper
inform the design, testing, or con-ops of ATLID? Will similar mitigation strategies as herein need to be
employed for ATLID?

The ATLID detectors were designed, tested by T-e2v and delivered to Airbus before the hot pixel issue
on Aeolus was identified. There was therefore no possibility to influence the design of the CCD. During
testing at T-e2v hot pixels associated with the flushing of the memory transfer register were identified
and the proposed clock sequence for the flight instrument was modified to remove unnecessary
flushing cycles. For the ATLD in-orbit operation, regular dark current calibration measurements will be
carried out.

Referring to Section 4.1: Which space weather variables were considered for correlation with the rate
of damage/hot pixel emergence? (Line 512)

As possible indicator for space weather, the information from www.spaceweatherlive.com has been
checked. The “activation” of a hot pixel could not be correlated with the given scale of K-index, i.e., no
threshold of activity could be identified.

Sec. 4.1 of the manuscript was changed as follows:

The temporal evolution of the first appearance of the hot pixel anomaly (as listed in Table 2) is displayed in Fig. 12. It can be
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seen that the increaze of the hot pixel number with time i3 not perfectly linear. On the one side there seem to be periods where
hot pixels occurred at a higher rate (e.g. 2019-01 to 2015-02) but on the other side there are also periods with very few
ancmalies (e.g. 2019-10 to 2020-01). However, no correlation between the hot pixel emergences and space weather activity

(www.spaceweatherlive. com) was found. The “activation™ of a hot pixel could not be correlated with the given scale of the K-
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activity could be idenfified The mean time difference between two anomalies 15 14.68 days with a rather large standard

Can damage events be geolocated, like was done for the transient events in Section 4.3 (Fig. 18)? This
might be helpful to show. Did damage occur more frequently on the day/nightside of the orbit? If no
correlation with the poles or SAA is observed, this might be suggestive of damage by untrapped
particles, either energetic solar protons or galactic cosmic rays (GCRs). A day/night difference might
be suggestive of a spacecraft charging connection. An anti-correlation of rate of hot pixel accumulation
with solar activity, with a lag of a few months, might suggest a GCR connection. Data from the Alpha
Magnetic Spectrometer on ISS might also be a good resource for GCR/high energy flux on-orbit.



Absence of correlation with these variables might be worth mentioning to the reader if already
considered.

For some hot pixels it is possible to identify the exact time stamp and geolocation of the hot pixel
activation. This can be done by analysing Aeolus wind measurement signals (ALD_U_N_1A signals) for
sudden hot pixel induced signal jumps. In the framework of root-cause analysis of the Aeolus hot pixel
issue, we already performed this kind of analysis. First results gave a slight hint for an accumulation of
activation events in the region of the SAA. However, due to the relatively low number of hot pixels and
the resulting low statistical significance it was decided not to include this analysis into the manuscript.
It might be better to redo this analysis again at the end of mission lifetime of Aeolus with more hot
pixels. In this framework, also possible correlations with solar activity or data from Alpha Magnetic
Spectrometer could be investigated in more detail.

Referring to Section 4.3: Is there evidence for radiation-induced light emission (e.g., fluorescence,
phosphorescence, Cherenkov, electroluminescence) originating from the ACCD cover glass, or other
upstream optics/surfaces? This may be an explaining mechanism for the ~50% of transients that were
observed to affect more than one pixel simultaneously, assuming the pixels were clustered.

As stated in Sec. 4.3 of the manuscript, it is not surprising that transient events affect multiple pixels
simultaneously as cosmic rays passing through the ACCDs are likely to hit more than one pixel. Figure
2 down below shows an example of one dark signal measurement obtained in the region of the SAA.
The Rayleigh ACCD shows an interesting pattern with multiple transient hits across several range bins
in the centre of the ACCD. However, except for the well-known beta/gamma emission from the %°K
radioactive element part of the BK7 window, no other radiation effect coming from other instrument
parts is known to the authors.
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Figure 2: A measurement of the dark signal of the Memory Zone obtained in the SAA with multiple transients observed at the
same time.



Were any transients clustered? Can the timescale of the transients be resolved, or do they appear in
exactly one range bin? If radiation-induced light emission has been ruled out by the author, some
discussion of that fact may still benefit the reader.

The timescale of transient events can be resolved as they occur in single Aeolus measurements
(temporal granularity of 0.4 s). Note that the analysis of transient events in the manuscripts is also
performed at measurement level. As mentioned above, it was observed that in many cases multiple
pixels are affected at the same time. But not in all cases a clustering such as shown in Figure 2 could
be observed. Temporal clustering of transients was only observed in the region of the SAA (see Figure
18 of the manuscript).

Is there evidence for latent damage? That is, do any pixels begin to exhibit damage hours, days, or
even weeks after they experience an initial transient?

A detailed analysis to analyse the relationship between transient events and the occurrence events
still needs to be performed. It might be worth to analyse accumulated number of transient events of
a hot pixel before it became “hot” and compare this number to nominal pixels. In the discussion (Sec.
5) of the manuscript it is mentioned that the relationship between transients and the emergence of
hot pixels is still unclear. This analysis could be performed for follow-on discussion paper about the
root-causes of the Aeolus hot-pixel issue.
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