The reply to the anonymous referee #2 (RC2)

We are grateful to the referee for the very attentieading of our manuscript and for many
insightful remarks. We accept part of the criticjdgmt argue with several comments and general
conclusion made by the referee. While preparingrétvésed version of our article, we took into
account all comments made by the referee.

Below, the actual comments of the referee are givenld courier font and blue colour
The text added to the revised version of the maiptss marked byed colour

Notice: Since both anonymous referees made several similar remarks, our answers to
these remarks which are given in both replies are identical.

Attached are my comments to the manuscript amt-2020 -52. After careful reading
multiple times it is my opinion that the methodolog y used in the paper is not
adequate to provide a sound interpretation of the d ata. Because of the
complexity of the topic | suggest that the authors rethink the way they have
approached the problem, perhaps doing more simulati ons. | provide more
details in the attached comments and offer some sug gestions as well, hoping

that they can be useful.

The esteemed reviewer makes general conclusiont dheuinadequacy of the methodology
which we used in our study. We can not agree whil tonclusion. We used the classical
approach to the solution of inverse problem of afpheric optics: analysis of the forward
problem on the basis of simulations, analysis odsneements in several test cases, tuning the
retrieval algorithm, processing the experimentahdaith the help of this algorithm, and the
comparison of the results to the independent dtaobtained consistent results. The fact that a
number of questions still remain open does not ntleanthe interpretation had not been sound.
Contrariwise, it indicates the complexity of th@lplem and shows the ways for further research.
The referee advises to rethink the way of appraowrthe problem. We would like to stress that
our study is based on experimental multi-year da@taough the experimental setup of the
HATPRO radiometer at our measurements site wagallgit developed for improving
temperature retrievals in the lower layers rathent for solving the problem of the LWP
gradient detection and so it was not optimal, rninedess we managed to apply these
measurements to the task under consideration ansbgte promising results. We have already
shown in the discussion section that the experiatesgttup (geometry, sampling, etc.) may have
a large impact on the obtained results. Therefoeghinking of the approach” may imply also
the transfer to a new measurement scenario. Thidealone, of course, but we think that it is
beyond the scope of the present study. The custnly, to our opinion, is complete, non-
contradictory and contains new results. To theréxdéour knowledge the studies devoted to the
detection of horizontal inhomogeneities of atmosjghparameters from ground-based passive
microwave measurements are not numerous and oung ifirst attempt to solve the specific
problem relevant to the LWP gradient in the coaatah. In order to clarify the motivation for
our study and the applied methodology, we added ftilewing text at the end of the
introduction section:

To the extent of our knowledge, the studies devotedthe detection of horizontal
inhomogeneities of atmospheric parameters from rmgidiased passive microwave
measurements are not numerous and ours is theafteshpt to solve the specific problem
relevant to the investigation of the LWP gradienthe coastline area. Therefore, we decided
that it would be reasonable to present the steptéy-analysis of the problem starting from the
consideration of the forward problem and to demmastthe complexity of the task that faces
us. We used the classical approach to the solutiomwadrse problem of atmospheric optics:
analysis of the forward problem on the basis ofusattions, analysis of measured quantities for
several test cases, tuning the retrieval algorifimogessing the experimental data with the help
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of this algorithm, and the comparison of the resitt the independent data. Although the
concept of using angular measurements to charaetevater vapor and liquid water path
gradients is feasible, its practical applications @ery difficult due to the high variability of
the liquid water in the clouds, the inhomogeneitywater vapor, etc.. In addition, we would
like to emphasize that the experimental setup @ HATPRO radiometer at our observational
site was initially developed for improving tempenat retrievals in the lower layers rather than
for solving the problem of the LWP gradient detestiHowever, we managed to apply these
measurements to the task under consideration angtgmising results.

General comment

The authors have accomplished a large amount of wor k on a difficult topic

such as the interpretation of off-zenith measuremen ts from a microwave
radiometer. Although the concept of wusing angular m easurements to
characterize water vapor and liquid water path grad ients is feasible, its
practical applications are very difficult due to th e high variability of the

liquid water in the clouds, the inhomogeneity of wa ter vapor, the need to

know the cloud location, etc.

We completely agree with this remark of the refefidee task that faces us appeared to be much
more complicated than expected when the study bad bonceived. We revealed that there are
many possible directions of further research botkimnulating measurements numerically and in
conducting the experiment with modified setup.

In spite of the thorough discussion by the authors, it seems that the only
certain result so far is that, under certain very c ontrolled conditions such

as those in Fig, 6 and 7, the radiometer contains s ome qualitative
information on the presence of a cloud gradient. Ho wever, beyond that, most
of the following analysis does not vyield any conclu sive result. The
discussion in section 5 as well does not really pro vide a definite reason for

the figures after Fig. 7.

First of all, we dare to suspect that the refereamhnot Figs. 6 and 7, but some others. Figs. 6
and 7 correspond to clear sky conditions everywharkthe cloud gradient can not be expected
there. We strongly disagree with the statement nbgdbe esteemed referee thabst of the
following analysis does not yield any conclusive re sult ”. To the best of our
knowledge, our results are the first ones whiclediy refer to the practice of solving the
specific problem of LWP gradient detection in tluastline area by ground-based MW method.
The outcome of the research is unknown. Also, walavbke to stress that our research is based
on the experimental data. In this respect any pbthiestimations are conclusive since they
provide values and data which were unknown befdfe.can give some examples of the results
which we consider conclusive: (a) estimations & thagnitude of the useful signal; (b) the
results of T, measurements in special selected cases; (c) timatiens of the LWP gradient
effect and the analysis of error components. Howesxeadmit the fact that to some extent it is a
philosophical question: what result can be consideonclusive and what result can not...

In addition, the instrument field of view (3 degree s) makes it difficult to
interpret the off-zenith measurements if the cloud boundaries are not known.
With a 3-degree FOV the radiometer will be sampling a horizontal area of ~ 1
km at 20 km distance when looking up. However, it i s not clear if the
instrument’s field of view was accounted for in the simulations.

We definitely agree that we should have addredsisdgsue in our manuscript. We did not take
the FOV of the radiometer into account. In the sedi version we performed extensive
simulations of measurements accounting for FOV d@emonstrate the validity of our previous
results. Please, see below our answer to the rewtadh concerns extensive simulations.



| understand that what | am suggesting below is har d because of the effort

that was put into this manuscript, however | sugges t that the authors rethink
the entire methodology used for the analysis and, b efore they look into the
data, they conduct extensive simulations of differe nt scenarios. Detailed

suggestions are offered at the end of this review.

In the beginning of our reply we have already adgweéh the referee on the point of “rethinking
the entire methodology”. We can not understandctiteeism expressed by the referee towards
our methodology. The esteemed referee does notfyqaely our approaches and results as
“erroneous”. We have the feeling that the refergeeets that minor improvements in setting up
the forward and inverse calculations will lead #&dinite answers which will change the results
dramatically. Our opinion is opposite. However, fas as extensive simulations of different
scenarios are concerned, we thank the refereéifstiggestion, we consider this suggestion as
very useful which can improve the estimations miadeourse of the analysis of the forward
problem. We took this suggestion into account m itvised version. We performed extensive
modelling of scattered clouds and made correspgnididiative transfer calculations. The new
subsection 2.2 was added to the manuscript:

2.2 Modelling of measurements in the atmosphere vhitscattered clouds

Fig. 5b refers to an overcast atmospheric situatibith is the simplest but idealised case for
estimation of the magnitude of the LWP gradieneetfin the measurement domain. In order to
be closer to reality, we simulated the scatteredds over land and sea in the vicinity of the
radiometer using a Monte Carlo method. The obsiemalt plane (see Fig. 2) was extended
and divided into cells (two rows, each row contdidecells of the 12x3.25 km size) located
over the Gulf of Finland and two opposite shoreseach cell, the random number generator
produced the values of the following cloud paramsetthe vertical extent (0.3-2 km, uniform
distribution); horizontal size (0.5-5 km, uniforristtibution); the cloud placement within a cell
(uniform distribution); LWP (lognormal distributigpnlt should be emphasized that the average
horizontal size of generated clouds was much smtikn the size of the water body under
investigation. While modelling the LWP values, wensidered two situations: one with the
existing LWP land-sea gradient and another witisoweh a gradient. The mean LWP values for
the first situation were the same as taken preljofsr overcast conditions: (0.08 and
0.04 kg n¥ for land and sea correspondingly). For the seinmtion, the mean LWP value
was taken as 0.08 kg Treverywhere. The number of generated cases was 466000. Every
instantaneous cloud spatial distribution was comtbinvith one set of the meteoparameter
profiles (temperature, pressure, and humidity). these meteoparameters, the assumption of
horizontal homogeneity was used. The sets of g®fitere obtained in the course of 2 years of
observations by the HATPRO radiometer (2013-201i#) the sampling interval of 2 min. As

a result, we obtained a statistical ensemble wtiaracterised all seasons.

The important issue which should be discussed sptrcial attention is the influence of
the instrument field-of-view (FOV) on the interpagbn of the off-zenith measurements. The
22 and 31 GHz channels are optically transpareen éeor small elevation angles. If the
vertical distributions of atmospheric parametershini FOV at a certain distance from the
radiometer can be approximated by linear functisims,effect of FOV will be negligible. The
situation can change crucially in case of scattedledds, especially small size clouds and
small elevation angles. With a 3-degree FOV, t#I'ARO radiometer will be sampling an
air portion of about 1 km vertical size at 20 knstdnce from the radiometer. Possible
configurations of the observational geometry ineca$ scattered clouds are illustrated in
Fig. A. One can see that small clouds may appei@ebnwithin FOV of the radiometer (as
shown in Fig. A for the cloud over the opposite reho Some clouds may be missed by
observations due to their location in between timestof-sight (LOS) corresponding to
different elevation angles. Two or more scatterkedids may fall into FOV. Moreover, one
cloud may be detected both in zenith and off-zeolitbervations.



Radiometer Water area Opposite shore

Fig. A: Possible configurations of the observatiorlageometry in case of scattered clouds
(a schematic illustration). Solid lines designatehe line-of-sight (LOS) of the observations at
various elevation angles. Dashed lines show thelfeof-view (FOV) of the radiometer.

Fig. A demonstrates the large variety of atmosghsituations. Obviously, for scattered
clouds it makes no sense to compare single zendho#-zenith observations since the LWP
gradient signal is a random value under such cimmdit It is evident that taking into account
not only the spatial variability of clouds but atbeir temporal variability, we can speak about
the LWP gradient component in measurements onlieims of mean values obtained by
averaging over large amount of data. Fig. B pres#re statistical distributions of simulated
brightness temperatures at 31.4 GHz for four elemaangles. For each angle two situations
are considered: one with existing LWP land-sea igradcand another without such gradient.
The input data for radiative transfer calculatiorese the Monte Carlo simulations of scattered
clouds described above. One can see from Fig. Bftitaall angles the distribution “with
gradient” is shifted towards smaller brightness pgemature values if compared to the
distribution “without gradient”; however this effeis less pronounced for the elevation angle
11.4° due to the influence of the clouds over thpasite shore of the water body.
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Fig. B: Statistical distributions (in terms of relaive frequency of occurrenceR) of brightness

temperatures at 31.4 GHz simulated for four elevatin angles and for two situations: one with
existing LWP land-sea gradient and another without gch gradient. Input data: the Monte Carlo

model of scattered clouds.



In order to estimate the component in measured tigyawhich is related to the LWP
land-sea gradient effect, we analyse the differdmetsveen the mean values Bf datasets
which were calculated for situations without andthwihe gradient. This difference is
equivalent to théy,q values shown in Fig. 5b and presents a measutieedfuseful signal”
relevant to the LWP gradient contribution. Therefowe use the same designation of this
difference and show it in Fig. C as a functionta elevation angle. One can see the dramatic
contrast to the overcast case (see Fig. 5b). Fattesed clouds, there is no increase of the
useful signal for smaller elevation angles. Comtrige, theDgy..q values for elevation angles
11.4° and 14.4° are lower than for the angles 1ar&f 30°. The sharp decreaseDgf,q at
11.4° is explained by the influence of high LWPtloé clouds over the opposite shore of the
water body.

In order to assess if the instrument FOV affects riragnitude of the useful signal, we
present in Fig. C thBy,q values which were calculated for infinitely narr@eam width, i.e.
neglecting FOV. The results show that there arearssiderable differences between the cases
“accounting for FOV” and “neglecting FOV”. One shadkeep in mind that we compare the
results which were obtained by averaging of a \@mye number of individual measurements.

However the effect of FOV exists and it is illusé@ by Fig. D which shows the statistical
distribution of the difference between the briglsswéemperature obtained neglecting FOV and
the brightness temperature obtained accounting-@v. We suggest that this difference is a
measure which characterises in the best way the k@Mence on the results of the
interpretation of the off-zenith measurements. &fiect of FOV exhibits itself in the form of
additional measurements noise which has a systemadi a random component. The absolute
value of the systematic component (characterisethé&ynean value of the distribution) is less
than 0.5 K for all four considered elevation angbesd this value can be considered as
negligible. No specific dependence of the systatrmaiimponent on the elevation angle can be
seen. In contrast, the random component, whicth@ésacterised by the standard deviation,
increases for smaller elevation angles. The obdairsdues of the random component can be
used for the estimation of a minimal number of widlial measurements which should be
sampled in order to suppress considerably the énflta of FOV. For example, for a set
consisting of about 600 individual measurements,rindom component of the error due to
neglecting FOV at the elevation angle 11.4° willrbduced to the value about 0.1 K. It means
that for the current experimental setup averagimer ethe 10 day time period is enough for
suppressing the random error due to FOV.
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Fig. C: The LWP gradient signalDg,q as a function of the elevation angle at 31.4 GHinput data:
the Monte Carlo model of scattered clouds. Solidrie (1) corresponds to the results obtained with
account for FOV; dashed line corresponds to the rests obtained when FOV is neglected.
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Fig. D: Statistical distributions (in terms of relative frequency of occurrenceR) of brightness
temperature difference Eroy “Tg neglecting FOV minusTg accounting for FOV” at 31.4 GHz
simulated for four elevation angles. Input data: tle Monte Carlo model of scattered clouds.

So, the described Monte Carlo simulations of cloadsl the brightness temperature
calculations lead to several important conclusiéist, we reiterate that for scattered clouds it
makes no sense to compare single zenith and ofzebservations since the LWP gradient
signal is a random value under such conditionsosgcfor averaged quantities, the magnitude
of the component of measured signal determinech®y. WP land-sea gradient (useful signal)
in case of scattered clouds is rather small anctthie one can expect difficulties in detecting
it, especially taking into account the presencea ddrge number of interfering factors. Third,
the instrument FOV affects the results of the e@fiith measurements in case of scattered
clouds by introducing additional noise. Its systémaomponent is small and averaging over
several hundred cases can minimise its random coemioSo the assumption of infinitely
small beam width can be used for processing measunts if the analysis is done for averaged
guantities.

Specific comments

ulated brightness
between calculated and

Line 196: “The difference between measured and calc
temperatures...” However, in eq. 1 the difference is
measured. Please rephrase.

Corrected.

se the retrieved profiles
culate the brightness

Lines 209-215: This could be a good reason not to u
as input back to the radiative transfer code to cal

temperatures off-zenith. Actually, | think the meth odology to use the
retrieved profiles to re-derive brightness temperat ures should be entirely
avoided.

We would like to argue on that point. It is notidgadines 209-215: Here, one important note should
be made: theretrieval errorsfor profiles have random and systematic components (the latter is caused mainly by a
priori information used for retrievals). As a result, the term Der might consist of both components also.” So, it IS
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not necessarily that the impact of the correspandimor will be large if averaged quantities are
analysed when the random error component is styaugpressed.

Fig. 6-11 If | understand this correctly clouds are not simulated in the
calculated brightness temperature. If the cloud bas e and top are not known,
then the brightness temperature information off zen ith can only give a very

qualitative idea on the presence of clouds.

First of all, it is important keep in mind that these calculations there are no atmospheric
parameters which are simulated. We just take thenpeters retrieved from zenith observations,
assume that they are the same over water bodyadculate Ts for off-zenith geometries. These
Tps are then compared to measured. Becond, all specially selected cases refertuatgins
with clear sky over the water body. It does nollyematter where a cloud is placed vertically
when we simulate off-zenith observations. The Usafnal is detectable and we show this.

Fig. 6 and 7 and related discussion. It seems to me that, given the
difficulty to interpret the signal below 5 degree, and the fact that it could

be related to the interaction between the surface a nd the atmosphere, it is
better to limit the scan to angles > 10 degrees alt ogether.

We completely agree with this advice of the refeteghe study of seasonal features and when
making the retrievals we use the limit for the eksan angles 10 degrees.

Line 302: Fig 7: Should it be Fig. 8?
Yes, corrected.

Fig. 11 and related discussion. | am not sure how u seful this Figure is as it
is hard to conclude anything from it. The behavior of the two quantities is
only weakly correlated, if any.

To our opinion, there are similar patterns in terapbehaviour of the compared quantities and
these similarities are important. The retrievaliless(LWP gradient values) which are presented
in the revised version of the article exhibit semiies for the cold season but not for the warm
season while the quantities in Fig. 7 demonstriatdas features just during the warm season.

Fig. 12. As stated by the authors the agreement bet ween satellite and
radiometer is not improved by passing from the brig htness temperature space
to the LWP space. The explanations provided in the next section however are
hypothetical and it is hard to really understand wh at is happening.

We agree with this remark of the referee. The apgrato training the regression algorithm
which we had applied previously appeared to befecafal (we trained the algorithm separately
for each of the considered seasons and years arsideoed the overcast case only neglecting
scattered clouds with varying horizontal and veitextent). When preparing the revised version
of the manuscript, we made thorough forward mogdetihscattered clouds (as suggested by the
referee) and on the basis of this modeling we édhithe regression algorithm. The proper
training yielded new retrieval results which arbust and clearly show the presence of the LWP
land-sea gradient and its seasonal features. Wedaithe comparison with the reanalysis data
which showed good agreement between the microwatseahd reanalysis data. A large part of
section 4 has been changed. The new text and §igueepresented here:

In the course of developing the retrieval algorithwe used two variants of training data sets. At
first, we trained the algorithm separately for eadhthe seasons and years and considered only the
overcast case with limited range of variationsha tloud base and the cloud vertical extensions Thi
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approach appeared to be ineffectual and did nolym® robust results. It was found that extensive
forward modelling of scattered clouds with highbriable parameters was necessary. Therefore,yfinall
training of the regression algorithms was perforroedthe basis of the Monte Carlo modelling of the
atmosphere with scattered clouds described in stibee?2.2. The complete training dataset included t
values of LWP calculated along the line-of-sightl aonverted to the LWP in the vertical column. In
case of crossing several clouds by the line-oftstpp LWPs from all these clouds were taken into
account. The brightness temperatures at 22.24 Gidz34.40 GHz were calculated accounting for the
instrument FOV. This training dataset was usedetive the regression coefficients. As a result,gfach

of the regression algorithms (linear or quadradicjhe LWP retrieval we had at our disposal 8 séts
regression coefficients corresponding to 8 elevatingles. Testing of the regression algorithmshin t
numerical experiments conducted for simulated asrconditions and scattered clouds has shown that
the algorithms overestimate the true LWP for offiite observations with the bias in the range 0.003-
0.006 kg rif (for elevation angle 60°). The bias slightly ireses for smaller elevation angles. For zenith
observations, the bias is negligibly small. So,a@e@ make the conclusion that the algorithms can not
overestimate the LWP gradient, if it is detectedlevhrocessing field measurements.

We would like to emphasize that the extensive dmitough comparison of the HATPRO and
SEVIRI data on LWP for pixel 243 has already beedenand the results have been published (Kostsov
et al., 2018b, 2019). Good agreement for daily meafP of the ground-based and satellite data has
been revealed. Moreover, the cross-comparisonedfithiTPRO LWP data with the data from two space-
borne instruments SEVIRI and AVHRR confirmed theeggnent not only for averaged values, but also
for single measurements (Kostsov et al., 2019)date, there were no attempts to compare the satelli
and ground-based data on LWP over water surfacaseter, the validity of the satellite data ovegkr
water bodies was confirmed implicitly by the compan of the SEVIRI and AVHRR results over the
Gulf of Finland and the Lake Ladoga (Kostsov et2019).

Taking into account the remarks made above, weanatyse Fig. 12. First of all, we pay attention
to the fact that after removing the LWP values gnethan 0.4 kg fifrom the SEVIRI datasets tli yp
derived from satellite observations became mucHlenthan shown in Fig. 11 for the complete datsiset
However the temporal behaviour remains the same Bgy. 11 for all seasons if we look Bt;. If we
look at Ds, and Dsg we can notice the increase of values from Febrtariarch 2013 instead of
decrease as shown in Fig. 11. The most importasultrahown in Fig. 12 is that the ground-based
microwave measurements definitely detect the LWiRddsea gradient during all seasons and this
gradient is positive as in case of the satellitesneements (larger LWP values over land and smaller
over sea). The gradient is negative only for Ma26i3 but its corresponding absolute value is small.
Comparing the gradients obtained by the groundébasmasurements during warm and cold seasons we
may conclude that in general the gradients durlg season are smaller than during warm season and
not as variable as during warm season. For warnsoseathe gradient derived from microwave
measurements at the 60° elevation angle is smidléar the gradients obtained from measurements at
other elevation angles. It is interesting to nbi there are no noticeable differences betweerdhes
corresponding to elevation angles 11.4°, 14.4° H@° during warm season and between the values
corresponding to all considered angles during s®dson. This fact leads to the conclusion that the
clouds over the opposite shore do not produce iaeaiile influence on the results. Therefore heeeaft
when comparing the SEVIRI and HATPRO data we stwiksider only thd®sg; values.

For the warm seasons of 2013 and 2014, temporaMmair of the LWP gradient revealed by the
satellite measurements completely differs from thistained by the ground-based measurements. The
satellite measurements show two local maxima inedluly and in October while the ground-based
measurements demonstrate maxima in May and AugeBiber. The maximal values of the gradient
derived from satellite observations are much latban the maximal values of the gradient derivednfr
ground-based observations. In contrast to the waeason, during the cold season the temporal
behaviour of the gradient is the same for the SE\AR] the HATPRO results. In order to find any
explanations for the agreement of the resultsimseof temporal behaviour during cold season amd th
disagreement during warm season, additional inyaistins are necessary involving thorough assessment
of the error budget of the results — not only gebirased but also derived from satellite observatitn
should be noticed that the analysis of the quastith the measurements domain demonstrated several
similar patterns in temporal behaviour®fg andDp during warm season of 2014 and cold season of
2013.

It is interesting to compare the obtained valuethefLWP land-sea gradient with the data which
are provided by reanalysis, namely ERA-Interim fraddBEMWF (Dee et al., 2011). The main
shortcoming of such comparison is the coarse dpaslution of the reanalysis data. The internal
resolution of the ECMWEF data is 0.75 deg, i.e. a8fukm which is too poor to describe the scene of
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our experiment. For higher resolutions of the réais data, the interpolation procedure is appliad,

the highest recommended resolution is 0.25 dedif®8 So we have chosen the 28 km resolution but
even in this case we could not apply the reanalyata to the scene of our experiment. Therefore we
selected two areas 025.25 deg which are the nearest to the HATPRO raglierrand which represent
the land surface and the water body. The locatiothese areas on a map is shown in Fig. E. The
ECMWF data for land surface refers to the territogated about 30 km to the south from the HATPRO
radiometer. The ECMWF data for the water surfaderseto the territory located about 120 km to the
west and 30 km to the north from the measureméat he ECMWF data on LWP for 6 and 12 UTC
were collected and averaged over a period of ornghmo

The comparison of the LWP gradient from SEVIRI, H}RO and the ECMWF reanalysis is
presented in Fig. F. Due to large displacemenhefreanalysis data we can not expect the agreement
temporal behaviour but we can compare the averaggitude of the LWP gradient. For a warm season,
one can see a very good coincidence of the magnitidhe LWP gradient derived from the ground-
based observations and provided by reanalysis.bEse agreement can be seen for the period May-
July/August. The discrepancies increase duringpthréod August-October 2014. For the cold season in
contrast to SEVIRI and HATPRO, the reanalysis piesi negative LWP land-sea gradients. However,
the absolute values of these gradients are not.l8ge HATPRO results display positive gradientd an
the temporal patterns are similar to the pattehwswve by the SEVIRI data. In general, we can make
three main conclusions from this comparison. Fitst, SEVIRI and the HATPRO instruments detect
positive LWP land-sea gradients during all seadmrtsthe magnitude of the gradient detected by the
ground-based instrument is considerably smallen thetected by the satellite instrument. Second, the
LWP gradients provided by HATPRO and reanalysisinguithe warm season are in a very good
agreement. Third, the reanalysis data demonstemative LWP gradient during cold season in contrast
to the SEVIRI and the HATPRO data. The mean vabighe LWP land-sea gradient for all considered
time periods are given in Table T1. One can sektligae are no noticeable seasonal differenceken t
SEVIRI data while the HATPRO results demonstraigelovalues during cold season. The analysis of
physical reasons for the seasonal differencesdnLiVP land-sea gradient is beyond the scope of the
present study. To our opinion, such analysis reguinuch more data including the satellite data &sinp
over various water bodies.

Also, Fig. F demonstrates how some factors affeetobtained results. We preséntyp obtained

by the HATPRO instrument at the elevation angled14or three scenarios of training the regression
algorithm. The main scenario describes scatteredds| existing LWP land-sea gradient, and the
microwave measurements with the account for FO\e 3é&cond scenario neglects FOV and the third
one describes the conditions without LWP land-gedignt. One can see both factors produce negyigibl
small effect on the obtained results. The conclusias expected since neglecting FOV is equivakent t
the presence of additional random noise which @psssed by averaging. Also, it is important to
mention that the presence of the LWP land-sea gnadin the training data set does not automatically
provide its detection when processing the field paign data. The training was performed with respect
to LWP values rather than the gradient values. d&ssithe training was performed for each elevation
angle separately.

Table T1. Mean values of the LWP land-sea gradiemim?) for different time periods derived from the
SEVIRI and the HATPRO observations and providedhgyECMW reanalysis.

Season SEVIRI HATPRO ECMWF
2013WH 0.022 0.011 0.009
2014WH 0.025 0.013 0.006
2013CD 0.018 0.003 -0.005
2014CD 0.022 0.005 -0.003
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Figure 12: Monthly mean land-sea LWP differenceD ywp as a function of time for various time periods okdined from the
satellite and the ground-based observationdy; (j=1,...,4) denoteDyp obtained by the HATPRO instrument at four
elevation angles (colour lines, see the legend)s; (j=1,2,3) denoteD yp obtained by the SEVIRI instrument and
calculated by three different formulae, see the tex
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Fig. E: The map showing the geographical location dhe reanalysis data on LWP for the land surface (ré) and for the
water body (blue).
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Figure F: Monthly mean land-sea LWP differenceD,yp as a function of time for various time periods oldined from the
satellite and the ground-based observation®y denotesD yp obtained by the HATPRO instrument at the elevatiorangle
14.4° for three scenarios of training the regressioalgorithm (green lines, see the legendRs; denotesD,yp oObtained by
the SEVIRI instrument and calculated by formula (6) D, is the LWP land-sea gradient provided by the ECMWF
reanalysis.

| wonder if a better approach for this study would be to use the nearby
radiosonde database to simulate a large database of scenarios where clouds
with different LWP and different cloud base heights and different geometrical
thicknesses are simulated at the radiometer’s locat ion and at certain
distances from the radiometer. The radiometer field of view needs to be
simulated as well. This is especially important for off-zenith measurements.

Similar remark has already been made by the refékkeagree with this remark and we are
grateful to the referee for the hint to simulatgyéadatabase. We did it accounting for FOV and
simulated scattered clouds (see our answer abldegjever we used the atmospheric parameters
from the HATPRO retrievals rather than from radimdes. Since the vertical resolution of
ground-based microwave remote sensing is poor,oveotl see the necessity to use radiosonde
profiles.

Brightness temperatures at zenith and different ang les for each
cloud/distance scenario can then be simulated and a mapping can be
established between Tbs differences (zenith — scan) + cloud base height +
cloud thickness and PWV, LWP (based on the distance of the simulated cloud) +

cloud distance. This could be done with some machin e learning given the large
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number of variables and scenarios and could provide information on whether it

is even possible to separate the signal. It would a Iso give an idea of the
uncertainty associated with the analysis. The coeff icients could then be used
with real measurements. Cloud boundaries for the re al cases could be derived

from satellite or perhaps reanalysis data.

We are grateful to the referee for this hint. Bartve have implemented it while preparing the
revised version of our manuscript and got new rbbesults. However we would like to note
that implementing of all suggestions of the estaknederee seems to turn into a separate study
(may be not only one study, but several). Our stgdyioneering in solving the specific task of
the LWP land-sea gradient detection and therefasenatural that some questions are left open.

Concluding our reply we would like to thank theenefe once again for the comments which
indeed helped to improve our manuscript. We edhiedacknowledgement section accordingly:

The authors are grateful to two anonymous refei@esaking very insightful remarks and for
introducing several useful ideas which helped dyaatimprove the manuscript.

Vladimir Kostsov
on behalf of all co-authors

Note: For convenience, in the revised version of éhmanuscript the new figures have their own numeran
(by letters) and are placed at the end of the manuspt.
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