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Dear Reviewer, 

Thanks very much for your comments. We appreciate the time and effort taken to provide 

valuable comments on this manuscript. We have modified the manuscript accordingly. The changes 

in the manuscript are marked in red. Below are our responses: 

 

Response to referee #1: 

Major Comments 

 

Comment_1: Page 8, lines 185-187: the dispersion model accuracy significantly decreases in the 

case of too low and too high wind speeds. The upper wind speed has been fixed to 8m/s. How do 

the results depend on this value? Did you make sensitivity tests before fixing this value to 8m/s? 

Response:  

Thanks very much for this comment. For high wind speed, or weak turbulence, the dispersion in 

the x direction is negligible in comparison with the advection (de Visscher, 2014). The dispersion 

model accuracy significantly decreases in the case of wind speeds < 1 m/s (de Visscher, 2014) and 

the critical wind speed is around 1.2 m/s. The high wind speeds may not affect the model accuracy, 

and we just limited our simulations to wind speeds < 8 m/s, because this range covers typical 

measurement conditions. We have revised the manuscript accordingly (lines 175-186). It is: 

It should be noted that Briggs’s equations are only suitable under the condition of x lower than 10 

km. The dispersion in the wind direction is negligible in comparison with the advection when the 

wind speed is high, or for weak turbulence (de Visscher, 2014). In addition, the model accuracy 

significantly decreases in the case of wind speeds < 1 m/s (de Visscher, 2014). The critical wind 

speed for the Gaussian dispersion model is about 1.2m/s (de Visscher, 2014). For high wind speed, 

the effect of undetectable flux becomes very important (see e.g. results in Fig. 8). Thus for the 

general cases considered here measurements under high wind speed are not recommended. Only for 

very high emissions and close to the source (<1km), measurements for high wind speeds might be 



2 
 

meaningful, but such situations might be rare. Since our study focuses on the general cases, we limit 

it to wind speeds < 8m/s, because in the range up to 8m/s the general dependencies become obvious. 

Therefore, the wind speed range in our simulation is between 1.2 m/s and 8 m/s. The distance in our 

simulation is within 10 km. 

 

Comment_2: Page 9, lines 202-203: From where those reaction rate values come from? Literature 

source(s) should be added here. 

Response:  

Thanks for this suggestion. The reaction rate values are from de Visscher, 2014. We have added 

this literature source accordingly. 

 

Comment_3: Page 12, lines 273-275: For low plume heights, the SCD could be assumed to be equal 

to the VCD. Did you determine from which plume height this assumption is not valid anymore? 

Response:  

Thanks very much for this very important comment. We have investigated the dependence of the 

AMF on altitude via 3D RTM simulations. The results indicate that for a plume height around 250m, 

the AMF is typically between 1.05 and 1.3. The higher values are for high Aerosol load and high 

SZA (here only measurements below 75° are considered), the lower values are for low aerosol load 

and low SZA. That means that for our simulations, the VCDs are not exactly the same as the 

measured SCDs. However, the AMFs are still smaller than for measurements of horizontally 

extended plumes. For layer heights below 50m, the AMF is around 1.03 and the AMF error can be 

neglected. We therefore add the error of the AMF to the total error calculation and also add some 

discussions on AMF error (lines 344-354): 

VCDs are derived from SCDs applying AMF. We calculated AMFs using the Monte Carlo 

atmospheric radiative transfer model McArtim (Deutschmann et al., 2011). For that purpose, we 

calculated 3-D box-AMF for different aerosol loads and solar zenith angle (SZA). It should be noted 

that the application of 3-D box-AMF (in contrast to 1-D box-AMF) is important for the 

measurements considered in our study, because horizontal extension of the plumes perpendicular to 
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the wind direction is rather short (compared to the average horizontal photon path lengths). Our 

simulations indicate that, for a plume height around 250m, the AMF is typically between 1.05 and 

1.3. The higher values are for high Aerosol load and high SZA (here only measurements below 75° 

are considered), the lower values are for low aerosol load and low SZA. ±10%. For layer heights 

below 50m, the AMF is around 1.03 and the AMF error can be neglected. 

 

We also added an error analysis on the AMF error from lines 646 to 667: 

4.7 AMF error 

AMF values depends on plume height, SZA and aerosol optical density (AOD) as shown in Figure 

16. For plume heights < 50m, the AMF is around 1.03 and its error can be neglected. For plume 

heights ≦ 250m, the AMF error is about ±10%. Since the plume height in our study is about 

250m, the contribution from the AMF error has to be taken into account. 

Since VCDs are derived from SCDs by dividing the AMF, then AMF errors introduce VCD errors, 

which furthermore contribute to the emission flux errors. Wind speed uncertainty is the main error 

source when close to the source. With larger wind speed, the relative error of the wind speed 

becomes smaller which then also contributes less to the flux error. This indicates that the flux error 

that results from other error sources, such as the AMF error, have larger relative contributions under 

larger wind speed. Figure 17 presents 
2

AMFR  and the total relative errors for wind speeds of 1.2 m/s 

and 8 m/s. From Figure 17 we could see that 
2

AMFR  for SO2 under the speed of 1.2 m/s is very small 

while it becomes larger at the speed of 8m/s, even near 0.5 when near the source. The NOx flux error, 

however, is less affected by the AMF error for 
2

AMFR < 0.1. 
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Figure 16. 3D Box-AMF dependence on plume height, SZA and aerosol optical density (AOD) for 310nm and 

430nm. For the aerosols a box profile between the surface and 1km was assumed. 

 

 

Figure 17. NOx and SO2 total relative error, 2

AMFR  of AMF error under different wind speed (Q = 100 g/s, 

s=20m). 

 

Added Reference:  

Deutschmann, T.; Beirle, S.; Frieß, U.; Grzegorski, M.; Kern, C.,Kritten, L.; Platt, U.; 

Pra-dos-Roman, C.; Pukite, J.; Wagner, T.; Werner, B.; Pfeilsticker, K., The Monte Carlo 

at-mospheric radiative transfer model McArtim: introduction and validation of Jacobians and 3-D 

features, J. Quant. Spectrosc. Ra., 2011, 112, 1119–1137. 

Vandaele, A. C., Simon P. C., Guilmot, J. M. Carleer, M., Colin, R.: SO2 absorption cross section 

measurement in the UV using a Fourier transform spectrometer, J. Geophys. Res., 99, D12, 

https://doi.org/10.1029/94JD02187, 1994. 

Vandaele, A.C., Hermans, C., Simon, P.C., Carleer, M., Colin, R., Fally, S., Mérienne, M.F., 

Jenouvrier, A., Coquart, B.: Measurements of the NO2 absorption cross-section from 42 000 cm−1 to 

10000 cm−1 (238–1000 nm) at 220 K and 294 K, J. Quanr. .Specrrosc. Radior.  Transfer, 

59,171-184, DOI: 10.1016/S0022-4073(97)00168-4, 1998. 

 

Comment_4: Page 14, lines 308-309: Typical errors on NO2 and SO2 VCDs coming from previous 

studies are mentioned here and are used as is in the present work. These studies should be cited. 

Are the conditions assumed in those studies similar to the ones assumed by the authors, i.e. that 

SCD=~VCD and therefore the AMF error can be neglected? 
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Response:  

Thanks for this comment. We have cited those studies accordingly and please refer to our response 

to major comment_5. With respect to the AMF calculation and application, our study is partly 

different from previous studies. Some of previous studies measured more extended plumes, for 

which ‘traditional’ 1D-AMF calculations are appropriate. Since our study focusses on point source 

emissions, such 1D-simulations are not adequate. Instead, 3D-simulations taking into account the 

limited horizontal extent of the plume should be used. To our knowledge, such 3D-AMF simulations 

are applied for the first time in our study to point source emission measurements. In the revised 

version of the manuscript, we take the AMF value and AMF error into consideration. Please refer to 

our response to major comment_3. 

  

 

Comment_5: Page 15, Table 4: the detection limits for NO2 and SO2 SCDs are assumed to be two 

times the corresponding retrieval errors. This should be justified. 

Response:  

 

Thanks for this comment. SCD retrieval errors are quantified by the fitting error (1σ error), and 

the mean detection limit is set to 2σ error (see e.g. Alicke et al., 2002,). We have revised the text 

accordingly (lines 333-343): 

The SCD error can mainly be attributed to the DOAS fitting error of the SCD and the trace gas 

absorption cross-section error. Previous studies have indicated that the typical fit errors of NO2 and 

SO2 SCDs are ±(1~4) ×10
15 

molecules cm
-2

 and ±(1~6) ×10
15

 molecules cm
-2

, respectively 

(Wagner et al., 2011; Wang et al., 2014; Wu et al., 2018; Davis et al., 2019). Thus in this study, we 

set the fit error of NO2 and SO2 to be ±2.5×10
15

 molecules cm
-2

 and ±4×10
15

 molecules cm
-2

 (1σ 

error), respectively. Here in addition, we use the 2σ values as detection limit (see e.g. Alicke et al., 

2002; Platt and Stutz, 2008). The absorption cross-section errors are less than 3% for NO2 and less 

than 2.4% for SO2 (Vandaele et al., 1994, 1998). In this study, we set the total SCD error from gas 

absorption cross-section errors to 5% (Theys, et al., 2007) for both NO2 and SO2. Of course, these 



6 
 

values are only rough estimates, but they are useful to investigate the general dependencies of the 

total flux error. 

 Added Reference: 

Alicke,B., Platt, U., Stutz, J.: Impact of nitrous acid photolysis on the total hydroxyl radical budget 

during the Limitation of Oxidant Production/Pianura Padana Produzione di Ozono study in Milan, J. 

Geophys. Res., 107, NO. D22, 8196, doi:10.1029/2000JD000075, 2002. 

Davis, Z. Y. W., Baray, S., McLinden, C. A., Khanbabakhani, A., Fujs, W., Csukat, C., Debosz, J. 

and McLaren, R.: Estimation of NOx and SO2 emissions from Sarnia, Ontario, using a mobile 

MAX-DOAS (Multi-AXis Differential Optical Absorption Spectroscopy) and a NOx analyzer, 

Atmos. Chem. Phys., 19, 13871–13889, https://doi.org/10.5194/acp-19-13871-2019, 2019. 

Wang, T., Hendrick, F., Wang, P., Tang, G., Clémer, K., Yu,H., , Fayt C., Hermans, C., Gielen, C., 

Müller, J.-F., Pinardi, G.,Theys, N., Brenot, H., Roozendael, M. Van.: Evaluation of tropospheric 

SO2 retrieved from MAX-DOAS measurements in Xianghe, China,  Atmos. Chem. Phys., 14, 

11149–11164, doi:10.5194/acp-14-11149-2014, 2014. 

 

Comment_6: Pages 27-28, Section 4.6: If we want to use several scans to reduce the flux error, the 

elapsed time between two scans at the same distance from the source is then also an important 

parameter. I think this point should be at least briefly discussed here.  

Response:  

Thanks for this comment. We have added a brief discussion at the beginning of section 4.8 (lines 

670-677): 

In our experiments, we only simulated a single scan of the plume by the mobile DOAS at each 

specific distance. In reality, we usually scan the plume cross-section several times in order to reduce 

the flux error. The elapsed time between two scans at the same distance from the source is then also 

an important parameter. The more of the elapsed time, the greater the uncertainties due to temporal 

variations of the flux and/or the wind fields are likely to be. Here, we assumed that the elapsed time 

is small and its influence can thus be neglected in our simulation. Figure 18 displays the simulation 

example of NOx and SO2 flux error under different measurement times. 
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Technical corrections 

 

Comment_1: The abstract is much too long. Only the most relevant findings should be reported here. 

Response: Thanks for this suggestion. We have changed accordingly: 

Mobile differential optical absorption spectroscopy (mobile DOAS) has become an important tool 

for the quantification of emission sources, including point sources (e.g., individual power plants) and 

area emitters (e.g., entire cities). In this study, we focused on the error budget of mobile DOAS 

measurements from point sources, and we also offered recommendations for the optimum settings of 

such measurements via a simulation with modified Gaussian plume model. Following the analysis, 

we conclude that: (1) The proper sampling resolution should be between 5 m and 50 m. (2) When 

measuring far from the source, undetectable flux (measured SCDs are under the detection limit) 

resulting by wind dispersion is the main error source. The threshold for the undetectable flux can be 

lowered by larger integration time. When measuring close to the source, low sampling frequency 

results in large errors and wind field uncertainty becomes the main error source of SO2 flux (for NOx 

this error also increases, but other error sources dominate). More measurements times can lower the 

flux error that results from wind field uncertainty. The proper wind speed for mobile DOAS 

measurements is between 1 m/s and 4 m/s. (3) The remaining errors by [NOx]/[NO2] ratio correction 

can be significant when measuring very close. To minimize the [NOx]/[NO2] ratio correction error, 

we recommend minimum distances from the source, at which 5% of the NO2 maximum reaction rate 

is reached and thus NOx steady-state can be assumed. (4) Our study suggests that emission rates < 

30 g/s for NOx and < 50 g/s for SO2 are not recommended for mobile DOAS measurements. 

Based on the model simulations our study indicates that mobile DOAS measurements are a very 

well suited tool to quantify point source emissions. The results of our sensitivity studies are 

important to make optimum use of such measurements. 

 

Comment_2: Pages 3-4, lines 79-82: first letter of the first name should be removed in all the 

references that appear on these lines. 
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Response: Thanks for this correction. We have removed the first letter of the first name accordingly. 

   

Comment_3: Figure 2: Point 4 in the list of dispersion simulation parameters: ‘Disersion’ -> 

‘Dispersion’ 

Response: Thanks for this correction. We have revised the word. 

 

Comment_4: Page 7, line 164: Is there a reference for Pasquill and Gifford? If, yes it should be 

included in the list of reference. 

Response:  

Thanks for this suggestion. The Pasquill and Gifford dispersion parameters calculated using 

Briggs’s (1973) formulas are also from de Visscher, 2014. We have cited this reference accordingly. 

 

Comment_5: Page 8, line 186: maybe ‘high’ is preferable than ‘strong’? 

Response: Thanks for this suggestion. We have changed the word ‘high’ in the manuscript 

accordingly. 
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Response to referee #2: 

Major comments 

 

Comment_1: Two of the key error sources the authors discuss are wind direction and wind speed 

uncertainties. While I agree that wind speed introduces important uncertainties in flux estimates, I 

think that wind direction at such relatively short distance from a point source can be estimated 

with reasonable accuracy just from geometry. I strongly disagree with the way the authors have 

estimated wind uncertainties: They use a statistical evaluation of wind measurements at one site 

and interpret the standard deviations they find in these measurements as uncertainties which they 

then parametrise as a function of wind speed. However, this is not the quantity of interest for flux 

measurements, where wind speed and direction is usually taken from a close-by measurement or a 

model. I think either the authors need to explain why I am wrong, and this is after all a good 

representation of the uncertainty of the wind information usually employed in car-DOAS 

measurements, or they should use another, maybe simpler representation of the wind field 

uncertainty. 

Response:  

Thanks for this suggestion. We agree that of course in general the use of nearby wind 

measurements would be preferred and errors related to wind field uncertainties should be calculated 

based on such wind measurements 

However, the main aim of our study is to determine the error budget of the total flux and its 

different contributions in a general way. For that purpose, the parameterization of the wind speed 

uncertainty is very helpful to derive recommendations about favorable measurement conditions (e.g. 

wind speeds). 

Therefore, we keep the results of the parameterization of wind field uncertainty. 

Nevertheless, we agree that wind direction at such relatively short distance from a point source can 

be estimated with reasonable accuracy just from geometry. Thus the wind direction uncertainty 

contributes only a small error to the total flux error. We have re-simulated the results, and updated all 
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the results in the manuscript accordingly. We also added a brief discussion into section 2.6 (lines 

299-302): 

The wind direction uncertainties play a smaller role in point source flux measuring error (and can 

be derived from geometry), thus the uncertainties caused by the wind field are dominated by the 

wind speed uncertainties. The error term of the wind direction uncertainty is therefore removed. 

 

Comment_2: One important discussion point in the manuscript is the sampling error. Unfortunately, 

even after reading this part several times and checking the referenced papers for an explanation of 

what exactly this sampling uncertainty is, I was not able to understand it. In an ideal world, where 

the sky brightness does not change, the instrument has no dead time between measurements, and 

there are no nonlinear effects in the DOAS evaluation, the retrieved VCDs are the mean VCDs over 

the distance travelled during the integration time. If the wind field is homogeneous as I assume is the 

case in this study, then I fail to see where the “sampling error” comes into play. I think the authors 

need to provide a better explanation of what exactly they are referring to with this term. 

Response:  

Thanks for this comment. The sampling resolution error results from the GPS measurement error 

and the sampling error. In general, GPS errors of neighboring flux contributions almost completely 

cancel each other. However, for the sampling error, we have added the explanation to the text (lines 

389-393): 

In actual measurements, if one distance is too long, and this happens to be inside the plume, while 

the next distance is too short but is already outside the plume, the flux will be overestimated in spite 

of the fact that the sum of the two distances has only a small error. In this case, the sampling error 

becomes important. The sampling error is largest when the sampling resolution is large. Thus a small 

and uniform sampling resolution is particularly important.  

 

Comment_3: One relevant point of the manuscript is the discussion of the NO2/NOx ratio on the 

measurement uncertainty. Maybe I overlooked this information, but it was not clear to me how this 

uncertainty was computed – did the authors just assume that no correction is applied in the 
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retrievals, so the error is defined as the difference between an assumed steady state ratio and the 

real NO2/NOx ratio? Or is the uncertainty only increasing because the NO2 column is decreasing 

as one approaches the stack? Please clarify in the manuscript. 

Response: 

Thanks for your comment.  

We have added more information in section 4.4 (lines 539-552): 

In actual measurements, especially for elevated point sources, the dependence of the [NOx]/[NO2] 

ratio on the distance from the air parcels of the plume is difficult to measure. The [NOx]/[NO2] ratio 

could e.g. be measured by an in situ instrument on the ground. However, in some cases the plume 

might not reach the ground. And even if it reaches the ground the measured [NOx]/[NO2] ratio is 

probably not representative for the whole plume. Furthermore, also the ambient [O3] could be 

measured, which would help to constrain the [NOx]/[NO2] ratio. But also if O3 measurements are 

available, the calculation of the [NOx]/[NO2] ratio will have its uncertainties, and the derived 

[NOx]/[NO2] ratio will again not be representative for the whole plume. Thus in our study, we 

calculate the [NOx]/[NO2] ratio based on the dispersion model with some additional assumptions 

which are outlined in the text. In this way we can derive the general dependencies of the [NOx]/[NO2] 

ratio on the plume distance and apply a corresponding correction. However, for the NOx flux 

calculations, even after the application of the [NOx]/[NO2] ratio correction factor, substantial flux 

errors near the source might occur.  

 

Comment_4: I realize that this may be bordering onto a philosophical discussion, but I do not agree 

with the distinction the authors make between SCD uncertainty and undetectable SCD. In my view, 

this is two aspects of the same thing as the signal from the “undetectable SCD” is not missing, but 

just hidden in the noise. If the integration time is increased or more transects through the plume 

are averaged, then the “undetectable SCD” is reduced. The separation of these two effects may be 

illustrative to explain why measurements should not be done in the far field of the plume, but it is 

in my opinion not correct to claim that repeating measurements does not decrease the 

“undetectable SCD” as is stated in the manuscript. In general, I think that adding this as an 
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additional error term is not mathematically correct. 

Response: 

Thanks for this suggestion. SCD retrieval error consists of a random and a systematic part. The 

random part mainly comes from the fit error (which tends to cancel out and has only a small 

contribution the flux error) and the systematic part mainly comes from the error of the trace gas 

absorption cross-section. The undetectable SCD is the SCD below the SCD detection limit and the 

detection limit can be estimated to be about 2 times the fit error (Platt and Stutz, 2008). Therefore, 

the SCD uncertainty mainly includes the undetectable SCD and the SCD error caused by the trace 

gas cross-section error. These two errors are independent from each other.  

We have added a respective discussion on the error of the retrieved SCDs and (including the 

effects on the detectable flux and the gas absorption cross-section error) accordingly (lines 281-304): 

The emission flux measurement errors by mobile DOAS have several sources: SCD fit errors, 

AMF errors, wind field uncertainties, and sampling resolution measurement errors (Johansson et al., 

2008, 2009; Wagner et al., 2010; Ibrahim et al., 2010; Shaiganfar et al., 2011, 2017; Rivera, et al., 

2012). 

The uncertainty of the derived SCD from the DOAS fit has a random and systematic part. For the 

random part it can be assumed that in general it cancels out (in combination with the sampling 

resolution error it can have a very small contribution). Thus, its direct effect on the total flux error is 

neglected in the following. However, from the fit error also the detection limit is estimated. For 

SCDs below the mobile DOAS detection limit, undetectable SCDs result in undetectable flux and 

therefore the fit error indirectly contributes to the total flux error.  

The systematic part of the SCD error caused by the uncertainty of the trace gas absorption 

cross-section is independent from the SCD fit error and is therefore included as an additional term in 

the total flux error calculation. 

We assume that these errors are random, have a Gaussian distribution and are independent of each 

other. Then the total relative error of the emission flux is given by: 

2 2 2 2 2

100% 100%
cro uf AMF u serr

total

F F F F FF
E

D Q D Q

    
   

 
              (16) 
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where errF is the flux error; croF  is the flux error introduced by gas cross-section error; ufF  is 

the undetectable flux; AMFF  is the flux error introduced by AMF errors; uF  is the flux error 

introduced by wind speed uncertainty. The wind direction uncertainties play a smaller role in point 

source flux measuring error (and can be derived from geometry), thus the uncertainties caused by 

the wind field are dominated by the wind speed uncertainties. The error term of the wind direction 

uncertainty is therefore removed. sF  is the emission flux error introduced by sampling resolution 

measurement error and it can be neglected (see section 4.1). 

 

We have added discussions on the undetectable flux and gas absorption cross-section error 

accordingly: 

 

4.5 Undetectable flux 

As discussed in sections 4.3, undetectable flux dominates the flux error when far from source. In 

the following, we discuss further details of the undetectable flux error. The undetectable flux is 

caused by SCDs below the detection limit. Following Platt and Stutz (2008), we set the detection 

limit as 2 times the fit error. While the exact value of the detection limit might be different for 

different instruments and measurement conditions, we use this value to derive the general 

dependencies of this error term and its contribution to the total flux error. 

VCDs are sensitive to wind speeds and the dispersion (Eqs. 9 and 10), so is the undetectable flux. 

We calculate the undetectable flux and its 
2

ufR  along wind direction (equal to along the measuring 

distance) as shown in Figure 14 (for an emission rate of 100 g/s). As discussed, the main driver of 

undetectable flux increasing trend along the wind direction is attributed to the wind dispersion as can 

be seen from Figure 14. With measuring distance far away, the undetectable flux gradually dominates 

the flux error which can be denoted by 
2

ufR  trend. Large wind speed also results in quick dispersion 

thus leads more undetectable flux. The 
2

ufR  and the undetectable flux increases rapidly under the 

wind speed of 8 m/s than that of 1.2 m/s for both NOx and SO2. 
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Figure 14. NOx and SO2 absolute flux error, and the 2

ufR that SCD uncertainties resulting in (Q = 100 g/s) 

 

4.6 Gas absorption cross-section error 

As discussed in section 2.6, the gas absorption cross-section error contribution to SCD errors is 

independent of the SCD fit error. Uncertainties of the trace gas cross-sections cause systematic SCD 

uncertainty. We calculated 
2

croR  along the wind direction and the total relative errors at the speed of 

1.2m/s and 8m/s, as shown in Figure 15. The 
2

croR  variation trend is similar to 
2

ufR  in section 4.6 

due to the relative error variation. However, maximum 
2

croR  has subtle difference but varies 

apparently along the wind direction under different wind speed, which indicates that 
2

croR  is not 

very sensitive to wind speeds but sensitive to the dispersion. From Figure 15 we see that 
2

croR  could 

approach 0.5, which means that gas cross-section error might even become the main error source. 

However, when 
2

croR  is close to 0.5, the relative errors of NOx and SO2 are at low levels. This 

further suggests the trace gas cross-section error has an overall small contribution to the total flux 

 Undetectable flux  R2
uf
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Figure 15. NOx and SO2 
2

croR  of absorption cross-section error under different wind speed (Q = 100 g/s) 

 

Comment_5: The authors took a “top-down” approach for this manuscript, showing simulation 

results and then explaining them. While I understand that this is how science often works, it does 

not necessarily help in making the manuscript focused and revealing the underlying physical 

effects. In my opinion, a “bottom-up” approach explaining the key effects (such as dependence of 

VCD on wind speed, NOx/NO2 ratio on time since emission, sampling error on measurement 

distance) and then illustrating it in the simulation results. 

Response: 

Many thanks for this comment. This study aims to offer recommendations for the optimum 

settings of mobile DOAS measurements. Therefore, a universal and complete approach is very 

important. Nevertheless, we have added “a ‘bottom-up’ approach explaining the key effects” at the 

beginning of section 2.6(lines 270-280):  

Emission flux measurements errors not only arise from measurement errors but also depend on 

other factors, such as wind speed, measuring distance, [NOx]/[NO2] ratio and the sampling 

resolution. 

Since the VCD is inversely proportional to the wind speed (Eqs.9 and 10), the higher the wind 

speed is, the lower the VCD. This means more measurements at the edge of plume would be under 

the detection limit at higher wind speeds causing more undetectable flux. The VCD is also inversely 

 R2
AMF(1.2m/s)   Relative error(1.2m/s,%)

 R2
AMF(8m/s)      Relative error(8m/s,%)
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proportional to measuring distance (Eqs.9 and 10). This means that the undetectable flux increase 

with measuring distance. Since the [NOx]/[NO2] ratio depends on the measuring distance (see figure 

10), a large [NOx]/[NO2] ratio correction error occurs when the measuring distance is small. Finally, 

the sampling error can be reduced with improved sampling resolution. 

 

Comment_6: Overall, the manuscript would benefit from detailed proof reading. In some parts, in 

particular the description of the plume modelling, it is difficult to follow because of the use of 

English. In response to a suggestion from the quick-look review, the authors have in part 

introduced “air parcel” where they used “plume” before, but that did unfortunately not help to 

clarify this section. I hope that this section can be made clearer. Also, the use of “ambient SCD” is 

confusing and should be replaced by another formulation, maybe simply SCD. 

Response: 

Thanks for the suggestion and we have revised the manuscript accordingly. We have introduced air 

parcel in many other places, and also substituted “SCD” for “ambient SCD”.  

To introduce the air parcel, we have also added at the following text at the beginning of section 2.1 

(lines 107-109): 

(2) The plume is diluted by the wind along the wind direction (x axis). The random movement of 

air parcels dilute the plume also in the cross-section and in the vertical directions (y axis and z axis). 

We also tried to improve the use of the English language. 

 

Detailed comments 

 

Comment_1: Abstract: Too long, please just summarize the main points instead of giving a detailed 

account of the study. 

Response: We have changed accordingly and it is: 

Mobile differential optical absorption spectroscopy (mobile DOAS) has become an important tool 

for the quantification of emission sources, including point sources (e.g., individual power plants) and 

area emitters (e.g., entire cities). In this study, we focused on the error budget of mobile DOAS 
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measurements from point sources, and we also offered recommendations for the optimum settings of 

such measurements via a simulation with modified Gaussian plume model. Following the analysis, 

we conclude that: (1) The proper sampling resolution should be between 5 m and 50 m. (2) When 

measuring far from the source, undetectable flux (measured SCDs are under the detection limit) 

resulting by wind dispersion is the main error source. The threshold for the undetectable flux can be 

lowered by larger integration time. When measuring close to the source, low sampling frequency 

results in large errors and wind field uncertainty becomes the main error source of SO2 flux (for NOx 

this error also increases, but other error sources dominate). More measurements times can lower the 

flux error that results from wind field uncertainty. The proper wind speed for mobile DOAS 

measurements is between 1 m/s and 4 m/s. (3) The remaining errors by [NOx]/[NO2] ratio correction 

can be significant when measuring very close. To minimize the [NOx]/[NO2] ratio correction error, 

we recommend minimum distances from the source, at which 5% of the NO2 maximum reaction rate 

is reached and thus NOx steady-state can be assumed. (4) Our study suggests that emission rates < 

30 g/s for NOx and < 50 g/s for SO2 are not recommended for mobile DOAS measurements. 

Based on the model simulations our study indicates that mobile DOAS measurements are a very 

well suited tool to quantify point source emissions. The results of our sensitivity studies are 

important to make optimum use of such measurements. 

 

Comment_2: Somewhere you should have a brief discussion of those aspects of the measurements 

which also lead to errors, but are not treated in this study, for example stratospheric correction, 

uncertainty in background measurement, non-Gaussian behavior of plume, vertical wind shear, … 

Response:  

Thanks for this suggestion. We have added a brief discussion into the section 4.10.3 (lines 

837-843): 

The Gaussian dispersion model was assumed in the forward model during our discussion of the 

emission flux error budget. The dispersion in actual measurements, however, depends on 

meteorological conditions and surrounding terrain. Also a non-Gaussian behavior of the plume and 

vertical wind shear might contribute to the total flux error. Thus, the results of this study should be 
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seen as a lower limit of the total flux errors. In some cases, for NO2, also the stratospheric absorption 

might become important. However, this might only happen for very long measurement durations or 

for measurements at high SZA. 

 

Comment_3: Section 2: I think it would be good to have a brief description of flux derivation with 

car-DOAS measurements first to remind all readers of how this is done and what the relevant 

quantities are. Later in this section, one could then refer to this introduction. 

Response: 

We have moved some parts from section 2.5 to the beginning of section 2.1(lines 93-100): 

The NOx and SO2 emission flux of the point source can be well measured by the mobile DOAS. 

The equation for calculating the emission flux in the discrete form is expressed as 

jj j j

j

F VCD u n s                            (1) 

where F is the emission flux; /j j jVCD SCD AMF , 
jSCD  is the SCD for mobile DOAS 

measurements along the measurement route; AMFj is the Air Mass Factor; ju  is the wind field; jn  

is the vector pointing to the right of the driving direction and parallel to the Earth’s surface; and 
js  

is the sampling resolution. For an isolated point source, the mobile DOAS can measure underneath 

the plume in downwind direction to quantify the emission flux. 

 

Comment_4: Section 2.1: The wording here is in parts confusing – “emission flux simulation” 

should be “simulation of emission flux measurement” as it is not the emission flux itself which is 

simulated. 

Response:  

We have changed it to “simulation of emission flux measurement” and also in figure 2. 

 

Comment_5: Table 2: I’d suggest to remove those cases which are not use in this work (D, E, F) 

Response: We agree. We have removed these cases. 
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Comment_6: Lines 175 – 183: I’m confused by this part which suggests that some temporal 

variations of the wind field need to be taken into account. However, as far as I understand the 

simulations, this is not the case. Please clarify and if this is not used in the simulations, please 

remove it. 

Response: We agree. We have removed it. 

 

Comment_7: Section 2.2.2: Please re-read carefully and make clear where you talk about the whole 

plume, a transect of the plume or an air parcel within the plume. For example, in line 200 you 

write “[O3] is the mean concentration in the plume at time t” but in a static model as I assume 

you have, there are no changes with time. I assume in this case you are talking about the [O3] in 

an individual air parcel moving through the plume. In line 208, you write “For simplicity, we 

assumed that the O3 concentration within the air parcel of the plume is the same everywhere”, but 

I assume that you mean that [O3] is the same on a transect of the plume. 

Response: 

Thanks for this correction. We have moved the sentences (original lines 206-209) here and revised 

accordingly (lines 205- 209): 

where [gas] stands for the concentration of a particular gas; 3[ ]tO  is the O3 concentration in the 

air parcels of the plume at time t; t is the time period after NOx is emitted into the atmosphere. We 

assumed that at the beginning there is no O3 in the air parcels of the plume. During the mixing with 

outside air, the O3 concentration within the air parcels increases. For simplicity, we assumed that the 

O3 concentration is the same everywhere in a transect of the plume. 

 

Comment_8: Section 2.2.2: In my opinion, additional assumptions were made in this section which 

should be mentioned, in particular that no NOx is present in ambient air as otherwise this would 

be mixed into the plume and more importantly, that no O3 is consumed in the reaction with NO 

(which is clearly not correct). Please add this to the discussion. 

Response: 

Thanks for this advice. We have added the following text to the discussion into subsection 2.2.2 



20 
 

(lines 190-197): 

In this study, we did not take Volatile Organic Compounds (VOCs) into consideration; thus, a NOx 

balance would not be broken. Moreover, we assume that no NOx is presented in the ambient air and 

no O3 is consumed in the reaction with NO. In most cases, both assumptions are reasonable, 

especially as long as the background NOx concentration has no strong spatial-temporal variation. 

However, for very high emission rates, the assumption that no O3 is consumed in the reaction with 

NO might be violated (a simple criterion to identify such cases might be to check whether the NOx 

mixing ratios are higher than the ambient O3 mixing ratios). If this is the case, the conversion of NO 

to NO2 will be delayed.  

 

Comment_9: Equation 12: I think it would be good to explicitly show the dependence of RNOx on (x) 

here. 

Response: 

Thank you for advice. We have added a sentence to explicitly show the dependence of RNOx on (x) 

(lines 243-245) and it is: 

Since NOx disperses along the wind direction and RNOx is a function of t, this means that RNOx also 

varies with distance. The detailed relationship between the distance and RNOx will be discussed in 

subsection 4.4.  

 

Comment_10: Equation 13: Please introduce △F and l. Do you assume that there is no NO2 or 

SO2 outside the plume? 

Response:  

We have introduced △F and l accordingly (lines 251-252): 

jF is the flux along the measurement route l in theory. For mobile DOAS measurements, jF

should be given by Eq. (13). 

 

We assumed that there is no NO2 or SO2 outside the plume and we have modified the assumption 

(3) in section 2.2 (lines 110-112): 
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(3) The topography around the point source is flat and the background concentration of the 

pollutants is regarded as zero. In case of non-negligible background concentrations, the VCDs in the 

plume have to be calculated as difference to the background. 

 

Comment_11: Equation 14: For clarity, △F and s should also have an index j here. 

Response: 

Thanks for this suggestion. We have added the index j to △F and s. 

 

Comment_12: Equation 16: Why do you change notation here for the inner product? Why is the 

index now i and no longer j ? 

Response: 

Thanks for this comment. We have unified the indexes as j from these equations. 

 

Comment_13: Equation 18: In order to be able to write the total error in this way, you need to 

assume that the errors are random, have a Gaussian distribution and are independent of each 

other. Is that a reasonable assumption? 

Response: 

Thanks for this advice. It is a reasonable assumption and we have added this assumption before 

this equation (lines 294-295, please also refer to the response to major Comment_4). 

 

Comment_14: Equation 18: Why is Q used here instead of F ? 

Response:  

For a plume cross section at a given distance, the flux (DQ in Equation 18) includes the detectable 

flux (F) and the undetectable flux(△Fuf ) in theory. When the measuring distance is close to the 

source, DQ≈F. However, this is not true when far from the source. Therefore, using DQ here is 

more reasonable and reprensentive, and this also ensures the consistency of the error evaluation 

criteria.  
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Comment_15: Line 310: I agree that GPS errors tend to cancel, but this is not necessarily true for 

flux errors. If one distance is too long, and this happens to be inside the plume, while the next 

distance is too short but is already outside the plume, the flux will be overestimated in spite of the 

fact that the sum of the two distances has only a small error. 

Response: 

Thanks for this comment and we agree. This is the sampling error. This scenario can indeed 

become important in actual measurements. In this case, a relatively small and uniform sampling 

resolution is particularly important. That is another reason that we only recommended the sampling 

resolution 5~50m, and this recommendation is also to minimize a potential flux overestimation. We 

have added a brief discussion of this scenario into the section. (lines 389-393): 

In actual measurements, if one distance is too long, and this happens to be inside the plume, while 

the next distance is too short but is already outside the plume, the flux will be overestimated in spite 

of the fact that the sum of the two distances has only a small error. In this case, the sampling error 

becomes important. The sampling error is largest when the sampling resolution is large. Thus a small 

and uniform sampling resolution is particularly important.  

 

Comment_16: Section 4.3.1.1: There is also the effect of the plume width decreasing with increasing 

wind speed which counteracts the effect of increasing “undetectable SCD”. 

Response: 

We agree. The plume width we referred here is the width that can be detected by mobile DOAS. 

As the SCD is inversely proportional to the wind speed, this results in lower SCD under large wind 

speed and the “detectable SCD” decreases.  

 

Comment_17: Line 498: I understand the idea of the authors that if NOx is in steady state, it is easy 

to compute the NO2/NOx ratio. However, at least in principle, one can estimate the NO2/NOx ratio 

from the ambient O3 concentration, the wind speed and the distance from the source as explained 

earlier in the manuscript. 

Response: 
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We agree that one can estimate the NO2/NOx ratio from the ambient O3 concentration in principle. 

In actual measurement, it is hard to estimate the NO2/NOx ratio along the distance from the ambient 

O3 concentration, the wind speed and the distance, although it is easy to realize in the simulation. 

 

Comment_18: Line 542: I don’t think that this estimate is really conservative as two assumption son 

the NO to NO2 conversion were made which both go into the direction of too fast conversion: 1) 

instantaneous mixing of O3 into the plume and 2) no consumption of O3 in the reaction with NO. In 

reality, the center of the plume will have lower O3 than the outer parts and O3 levels will be 

generally lower than in the ambient because of the high NO concentration inside the plume. 

Response: 

We agree that and we have removed this discussion accordingly. 

 

Comment_19: Line 554 and following: It is still not clear to me why the absolute retrieval error 

decreases at large distance. This is counterintuitive to me. 

Response: 

Thanks for this comment. The retrieval error here we referred is the DOAS fit error (we have 

revised ‘retrieval error’ as ‘fit error’ in the manuscript). When at larger distance, the flux error caused 

by SCD fit error decreases. We have removed section 4.5 (original title: 4.5 Retrieval error) and 

please refer to the response to major comment_4.  

 

Comment_20: Figure 14: I do not understand why absolute flux retrieval errors are shown here – 

relative errors (not R2 but relative errors of the total flux) would be easier to understand.  

Response: 

Thanks for this comment. We have removed section 4.5 (original title: 4.5 Retrieval error). 

Please refer to the response to detailed comment_19. 

 

Comment_21: Line 574: As discussed above, I disagree with the statement that the undetectable flux 

cannot be reduced by multiple measurements. 
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Response: 

We agree that the undetectable flux can be reduced by multiple measurements. However, in reality 

this is often not possible because it requires that all measurement conditions (e.g. the wind field or 

the background concentrations) stay unchanged. This means that the undetectable flux is hard to be 

lowered by more time scanning in the actual measurements, although it can be easily realized in 

theory. Therefore, we regard the undetectable flux as the second error source, and in reality, it is 

difficult to reduce it by multiple measurements. We have added the following discussion on this to 

the text (lines 678-688): 

The error sources of the emission flux can be classified into 2 types. The first is the measurable 

error/uncertainty: wind speed uncertainty, AMF error and undetectable flux. The second is: 

[NOx]/[NO2] ratio correction error near the source and the gas absorption cross-section error. The 

flux error resulting from the first type of error source can be lowered by scanning the plume more 

times while the second cannot. Undetectable SCDs result in undetectable flux, and it can be reduced 

by more measurements times in theory. In reality, this is often not possible because it requires that all 

measurement conditions (e.g. the wind field or the background concentrations) stay unchanged. This 

means that the undetectable flux is hard to be lowered by more time scanning in the actual 

measurements, although it can be easily realized in theory. Therefore, in practice also the 

undetectable flux error belongs to the second type of errors, which cannot be reduced by multiple 

measurements. 

 

 

Comment_22: Figure 19: As Figure 14 – why absolute instead of relative flux errors? 

Response: 

Absolute flux errors could help to understand the main driver of the total flux errors. The causes of 

the total relative error differences at a prescribed sampling resolution have been analyzed in 

subsection 4.9.1 (the original is 4.7.1) and it is not necessary to show absolute flux error again. We 

have therefore removed the absolute relative flux errors and revised the analysis accordingly. 
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Comment_23: Line 701: Why do lower emission rates lead to variations in plume width? In relative 

units, this should not be the case. 

Response: 

The plume width in this manuscript is referring to the width that mobile DOAS could detect. 

Lower emission rates lead to lower VCDs and to more measurements at edge of the plume below the 

detection limit. Thus, “lower emission rates lead to a reduction of the measurable plume width”.  

We have clarified the plume width (lines 806-808): 

From Eqs. (9), (10), and (11) we know that the VCD(x,y) is proportional to the emission rate, 

which means that lower emission rates generate lower VCD(x,y), leading to a reduction of the 

measurable plume width with SCDs above the detection limit. 

 

Comment_24: Line 787: Which missing error source are you referring to? 

Response: 

Thanks for this comment. The “missing error source” is not a good expression in the manuscript 

but we missed revising it during the revision process. We have removed it. 

 

 

Thank you for taking care of our manuscript. 

Kind regards, 

Yeyuan Huang, on behalf of all authors. 

 



 

1 

 

The quantification of NOx and SO2 point source emission flux er-1 

rors of mobile DOAS on the basis of the Gaussian dispersion 2 

model: A simulation study 3 

Yeyuan Huang
1,2

, Ang Li
1
, Thomas Wagner

4
, Yang Wang

4
, Zhaokun Hu

1
, Pinhua Xie

1,2,3
, Jin 4 

Xu
1
, Hongmei Ren

1,2
, Julia Remmers

4
, Xiaoyi Fang

5
, Bing Dang

6
 5 

1
Key Laboratory of Environmental Optics and Technology, Anhui Institute of Optics and Fine 6 

Mechanics, Hefei Institutes of Physical Science, Chinese Academy of Sciences, Hefei, 7 

230031, China. 8 

2
University of Science and Technology of China, Hefei, 230026, China. 9 

3
CAS Center for Excellence in Regional Atmospheric Environment, Institute of Urban Envi-10 

ronment, Chinese Academy of Sciences, Xiamen, 361000, China. 11 

4
Max Planck Institute for Chemistry, Mainz, Germany. 12 

5
Chinese Academy of Meteorological Science, Beijing, 100081, China. 13 

6
Beijing Municipal Climate Center, Beijing, 100089, China. 14 

 15 

Correspondence to: Ang Li (angli@aiofm.ac.cn), Pinhua Xie (phxie@aiofm.ac.cn) and Yang 16 

Wang(y.wang@mpic.de) 17 

 18 

Abstract: Mobile differential optical absorption spectroscopy (mobile DOAS) has become an 19 

important tool for the quantification of emission sources, including point sources (e.g., indi-20 

vidual power plants) and area emitters (e.g., entire cities). In this study, we focused on the er-21 

ror budget of mobile DOAS measurements from point sources, and we also offered recom-22 

mendations for the optimum settings of such measurements via a simulation with modified 23 

Gaussian plume model. Following the analysis, we conclude that: (1) The proper sampling 24 

resolution should be between 5 m and 50 m. (2) When measuring far from the source, unde-25 

tectable flux (measured SCDs are under the detection limit) resulting by wind dispersion is 26 

the main error source. The threshold for the undetectable flux can be lowered by larger inte-27 



 

2 

 

gration time. When measuring close to the source, low sampling frequency results in large 28 

errors and wind field uncertainty becomes the main error source of SO2 flux (for NOx this 29 

error also increases, but other error sources dominate). More measurements times can lower 30 

the flux error that results from wind field uncertainty. The proper wind speed for mobile 31 

DOAS measurements is between 1 m/s and 4 m/s. (3) The remaining errors by [NOx]/[NO2] 32 

ratio correction can be significant when measuring very close. To minimize the [NOx]/[NO2] 33 

ratio correction error, we recommend minimum distances from the source, at which 5% of the 34 

NO2 maximum reaction rate is reached and thus NOx steady-state can be assumed. (4) Our 35 

study suggests that emission rates < 30 g/s for NOx and < 50 g/s for SO2 are not recommend-36 

ed for mobile DOAS measurements. 37 

Based on the model simulations our study indicates that mobile DOAS measurements are a 38 

very well suited tool to quantify point source emissions. The results of our sensitivity studies 39 

are important to make optimum use of such measurements. 40 

 41 

1 Introduction 42 

Nitrogen oxides (NOx = NO + NO2) and sulphur dioxide (SO2), poisonous and harmful 43 

trace gases in the atmosphere, are critical participants in tropospheric chemical reactions 44 

(Seinfeld and Pandis, 1998; Beirle et al., 2003). NOx and SO2 are emitted into the atmosphere 45 

via natural and anthropogenic emissions, especially from traffic and industries. In recent years, 46 

China has experienced large areas of haze pollution, which have drawn worldwide scrutiny 47 

due to their NOx, SO2, and volatile organic compounds content, although strict policies de-48 

signed to control the emission of pollution gases have been implemented (Richter, et al., 2005; 49 

Ding et al., 2015; Jin et al., 2016; Zhang et al., 2019, 2020). It is of great significance to study 50 

gas emission pollution both qualitatively and quantitatively. 51 

Differential Optical Absorption Spectroscopy (DOAS) is a technique developed in the 52 

1970s that focuses on the telemetering of atmospheric gases, particularly trace gases (Platt 53 

and Stutz, 2008). After years of research, various types of DOAS technology have been com-54 

prehensively developed, including LP-DOAS, MAX-DOAS, and mobile DOAS. 55 
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Mobile DOAS technology was originally used to measure volcanic SO2 emissions 56 

(Bobrowski et al., 2003; Edmonds et al., 2003; Galle et al., 2003), and it was then developed 57 

to measure the NO2 and SO2 emission fluxes from industrial parks (Johansson et al., 2006). In 58 

2008, Mattias Johansson used a mobile mini-DOAS device to quantify the total emission of 59 

air pollutants from Beijing and evaluated the measurement error, mainly in terms of the un-60 

certainties in the wind field, experimental setup, sunlight scattering in the lower atmosphere, 61 

and DOAS fit error. During the MCMA 2006 field campaign, C. Rivera et al. (2009) used a 62 

mobile mini-DOAS instrument to measure the NO2 and SO2 emissions of the Tula industrial 63 

complex in Mexico and also estimated the flux error. In O. Ibrahim et al. (2010), T. Wagner et 64 

al. (2010), and R. Shaiganfar et al. (2011, 2017), air mass factor (AMF), sampling resolution, 65 

NOx chemical reactions, and atmospheric lifetime were introduced in order to analyze the 66 

emission flux error. The analysis of emission flux error sources has gradually come to focus 67 

on the wind field uncertainty, sampling resolution measurement error (GPS error), Slant 68 

Column Density (SCD) fit error, AMF error, and other error sources. The aforementioned 69 

studies primarily concentrated on regional/industry park emission fluxes, as opposed to point 70 

sources. 71 

Different from regional/industry park measuring, point source emission flux can be meas-72 

ured in diverse ways, with different measuring distances, varying sampling resolutions, and so 73 

on. Therefore, the error sources and influence factors affecting the flux measurements are dif-74 

ferent. In order to investigate the impact of these factors and thereby recommend optimum 75 

settings for point source flux measuring using mobile DOAS, we performed an in-depth study 76 

on the effects of error sources and influence factors on point source emission flux measuring. 77 

There are innate deficiencies in the experimental method used to analyze the emission flux 78 

error since there are so many scenarios that need to be verified, and the various factors cannot 79 

be well controlled during experiments. Therefore, a convenient way to assist the analysis is 80 

sorely needed. In the absence of precise requirements, the simulation method is a good alter-81 

native for facilitating the analysis of mobile DOAS emission flux error, given its convenience 82 

and feasibility. 83 
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Using a model based on Gaussian plume dispersion and the mobile DOAS emission flux 84 

measurement method, we here performed a simulation to study the measurement of NOx and 85 

SO2 point source emission flux. 86 

This paper is organized as follows: In Section 2, the methodological framework is present-87 

ed. In Section 3, the parameters used to drive the simulation are delineated. Section 4 de-88 

scribes the simulation performance and data analysis, Section 5 presents our conclusions, and 89 

the Appendix displays the overall simulation results. 90 

2 Methodology and forward model 91 

2.1 Overview of methodology 92 

The NOx and SO2 emission flux of the point source can be well measured by the mobile 93 

DOAS. The equation for calculating the emission flux in the discrete form is expressed as 94 

jj j j

j

F VCD u n s                              (1) 95 

where F is the emission flux; /j j jVCD SCD AMF , 
jSCD  is the SCD for mobile DOAS 96 

measurements along the measurement route; AMFj is the Air Mass Factor; ju  is the wind 97 

field; jn  is the vector pointing to the right of the driving direction and parallel to the Earth’s 98 

surface; and 
js  is the sampling resolution. For an isolated point source, the mobile DOAS 99 

can measure underneath the plume in downwind direction to quantify the emission flux. 100 

Since individual experiments take place in complex and variable scenarios, in order to in-101 

vestigate the error sources and influence factors that impact the flux measurement error, typi-102 

cal mobile DOAS measurements of the NOx and SO2 emission fluxes were modeled with the 103 

following assumptions: 104 

(1) NOx and SO2 gas continuously exhaust from an isolated and elevated point source at 105 

the position (0 m, 0 m, 235 m). The plume rises approximately 15 m. 106 

(2) The plume is diluted by the wind along the wind direction (x axis). The random move-107 

ment of air parcels dilute the plume also in the cross-section and in the vertical directions (y 108 

axis and z axis).  109 

(3) The topography around the point source is flat and the background concentration of the 110 
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pollutants is regarded as zero. In case of non-negligible background concentrations, the VCDs 111 

in the plume have to be calculated as difference to the background.   112 

(4) Air turbulence is constant in space and time. 113 

(5) A zenith-sky mobile DOAS measures the gas underneath the plume in the y-direction at 114 

around noon (see Figure 1). Spectra, GPS data, and wind profiles are available for individual 115 

measurements. 116 

(6) The sunlight radiance received by the mobile DOAS instrument is stable. 117 

Figure 1 presents the schematic diagram of the modeled mobile DOAS measurement of a 118 

point source. 119 

 120 

Figure 1. Schematic diagram of the modeled mobile DOAS measurement underneath the plume. 121 

Based on the performance of typical mobile DOAS measurements, a forward model of flux 122 

calculations was generated and error analysis performed according to the forward model, as 123 

shown in Figure 2. 124 

Forward model of mobile DOAS 

measurements.

Dispersion simulation 

parameters:

1.Emission rate(Q,g/s); 

2.Wind field(u,m/s);

3.Measuring distance from the 

source(x,m);

4.Dispersion parameter(σy,m).

Gaussian dispersion 

model

VCD dispersion 

model

VCD measured by 

mobile DOAS

Emission flux 

measured by mobile 

DOAS

Simulation of emission flux 

measurements parameters:

1.Sampling resolution(s,m) 

and its error;

2.Measuring distance;

3.Detection limit (Dlim, 

molec./cm
2
);

4.Wind field and its 

uncertainty.

Error analysis

Emission flux error

Error source and its 

budget:

Impact of the influence 

factors on the flux  error 

1.Sampling resolution 

error;

2.Wind field uncertainty;

3.Gas absorption cross-

section error;

4.[NOx]/[NO2] ratio 

correction error;

5. Undetectable flux.

1. Sampling resolution;

2.Measuring distance 

from the source;

3.Wind field;

4.Intergrational times;

5.Measurement times.

 125 
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Figure 2. Forward model of mobile DOAS measurements and error analysis. 126 

The forward model of mobile DOAS measurements can be divided into 2 steps: 127 

(1) Dispersion simulation. In this step, a dispersion model is established to generate the 128 

vertical column densities (VCDs) measured by the mobile DOAS in the modeled typical 129 

measurement. 130 

(2) Simulation of emission flux measurement. After the VCD sequence along the measure-131 

ment route is generated, the next step is calculating the emission flux and the emission flux 132 

error. 133 

Error analysis: 134 

This step concentrates on the error sources and their budget, and the influence factors that 135 

affect the emission flux error. 136 

The emission flux and VCD retrieval calculation model can be directly introduced into our 137 

forward model, as it has in previous studies. However, some questions concerning the forward 138 

model still exist: 139 

(1) Is the existing dispersion model suitable for the mobile DOAS measurement depicted in 140 

Figure 1? 141 

(2) How can VCDs be simulated in the same way as mobile DOAS measurements in theo-142 

ry? 143 

(3) Mobile DOAS can measure NO2 instead of NOx. How can the NO ↔ NO2 conversion 144 

be added to the existing dispersion model in terms of this simulation? 145 

These questions will be explored in Sections 2.2–2.6. 146 

2.2 Description of Gaussian dispersion model 147 

2.2.1 Steady-state Gaussian dispersion model 148 

An appropriate air dispersion model needed to be chosen for generating the forward model 149 

of mobile DOAS measurements. Since the concentrations of pollutants at individual points in 150 

in the air parcels of the plume under the assumptions we have made can be calculated based 151 

on the Gaussian dispersion model (Arystanbekova et al., 2004; Lushi et al., 2010; de Visscher, 152 

2014), we applied the Gaussian dispersion model in this study. The plume, as reflected by the 153 

surface due to the ground boundary effect and the dispersion model, can be expressed as Eq. 154 
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(2). 155 

2 2 2

2 2 2

( ) ( )
( , , ) exp( ) {exp[ ] exp[ ]}

2 2 2 2y z y z z

DQ y z H z H
c x y z

u     

 
                    (2) 156 

where Q is the emission rate (g/s); u is the wind speed (m/s) and the wind direction is along 157 

the x-direction;
y (m) is the dispersion parameter in the y-direction; z (m) is the dispersion 158 

parameter in the z-direction, with 
y and z  dependent on x; and H is the plume height 159 

(m). exp( )
x

D
u

   is the decay term, mainly consisting of the chemical reactions and de-160 

posits;   is the decay coefficient; and 
1/2

ln 2

T
  , in which 1/2T  is the pollutant half-life in 161 

seconds. 162 

The dispersion parameters are determined by the atmospheric stability. The classification of 163 

atmospheric stability, which was created by Pasquill and Gifford and is widely used, sorts at-164 

mospheric stability into 6 classes ranging from A–F (de Visscher, 2014). We only considered 165 

the classifications under strong solar radiation (see Table 1) in this study. 166 

Table 1. Pasquill–Gifford atmospheric stability classifications. 167 

Wind Speed at 10m above the surface (m/s) Strong Solar Radiation class 

< 2 A 

2~3 between A and B 

3~5 B 

5~6 C 

>6 C 

A: very unstable; B: moderately unstable; C: slightly unstable 168 

Based on the atmospheric stability class and the terrain type surrounding the emission point, 169 

the parameters 
y and z  can be calculated. Since we assumed the surrounding area to be 170 

flat, rural terrain, the y and z  parameters could be calculated using Briggs’s (1973) 171 

formulas, listed in Table 2. 172 

Table 2. Rural area air dispersion parameters (Briggs, 1973). 173 

Stable classes ( )y x  ( )z x  

A 
0.50.22 (1 0.0001 )x x   0.2x  
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B 
0.50.16 (1 0.0001 )x x   0.12x  

C 
0.50.11 (1 0.0001 )x x   0.50.08 (1 0.0002 )x x   

in which x is the horizontal distance from the source, m. 174 

It should be noted that Briggs’s equations are only suitable under the condition of x lower 175 

than 10 km. The dispersion in the wind direction is negligible in comparison with the advec-176 

tion when the wind speed is high, or for weak turbulence (de Visscher, 2014). In addition, the 177 

model accuracy significantly decreases in the case of wind speeds < 1 m/s. The critical wind 178 

speed for the Gaussian dispersion model is about 1.2m/s (de Visscher, 2014). For high wind 179 

speed, the effect of undetectable flux becomes very important (see e.g. results in Fig. 8). Thus 180 

for the general cases considered here measurements under high wind speed are not recom-181 

mended. Only for very high emissions and close to the source (< 1km), measurements for 182 

high wind speeds might be meaningful, but such situations might be rare. Since our study fo-183 

cuses on the general cases, we limit it to wind speeds < 8m/s, because in the range up to 8m/s 184 

the general dependencies become obvious. Therefore, the wind speed range in our simulation 185 

is between 1.2 m/s and 8 m/s. The distance in our simulation is within 10km.  186 

2.2.2 NOx dispersion 187 

Eq. (2) is suitable for SO2 dispersion, while for NOx, mobile DOAS can only measure NO2 188 

effectively. Hence, Eq. (2) should be adjusted for NO2 dispersion based on NOx atmospheric 189 

chemical reactions. In this study, we did not take Volatile Organic Compounds (VOCs) into 190 

consideration; thus, a NOx balance would not be broken. Moreover, we assume that no NOx 191 

is presented in the ambient air and no O3 is consumed in the reaction with NO. In most cases, 192 

both assumptions are reasonable, especially as long as the background NOx concentration has 193 

no strong spatial-temporal variation. However, for very high emission rates, the assumption 194 

that no O3 is consumed in the reaction with NO might be violated (a simple criterion to iden-195 

tify such cases might be to check whether the NOx mixing ratios are higher than the ambient 196 

O3 mixing ratios). If this is the case, the conversion of NO to NO2 will be delayed. The typical 197 

reactions of NO, NO2, O3, and O2 in the air parcels of the plume are: 198 
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3

2 ( )NO h NO O P                        (reaction 1) 199 

3

2 3( )O O P O                          (reaction 2) 200 

3 2 2NO O NO O                        (reaction 3) 201 

The reaction rates of reactions 1, 2 and 3 form a cyclic reaction. The reaction rate of NO2 202 

is: 203 

2 3 2 5 3[ ] [ ][ ]NO tr j NO k NO O                           (3) 204 

where [gas] stands for the concentration of a particular gas; 3[ ]tO  is the O3 concentration in 205 

the air parcels of the plume at time t; t is the time period after NOx is emitted into the atmos-206 

phere. We assumed that at the beginning there is no O3 in the air parcels of the plume. During 207 

the mixing with outside air, the O3 concentration within the air parcels increases. For simplic-208 

ity, we assumed that the O3 concentration is the same everywhere in a transect of the plume. j3 209 

is the NO2 photochemical rate constant, equal to approximately 8×10
-3 

s
-1

; and k5 is the rate 210 

constant of reaction 3, equal to approximately 1.8×10
-14 

cm
3
molecules

-1
s

-1 
(de Visscher, 211 

2014). It should be noted that these rates are for a temperature of 25°C. Fortunately, they are 212 

not sensitive to temperature, so temperature sensitivity did not need to be considered. 213 

The [NOx]/[NO2] ratio depends on the mixing ratio of O3 inside the plume. The mixing ra-214 

tio of O3 within the air parcel of the plume can then be estimated as: 215 

0 0 0
3 3 3 3[ ] [ ] [ ] [ ](1 )t t

t

t t t

V V S t S t S
O O O O

V S t S

   
   


                 (4) 216 

where 0V  is the initial gas volume of the plume and 0S  is the initial gas cross-section of the 217 

plume; while tV  is the gas volume of the plume at time t and tS  is the gas cross-section of 218 

the plume in the atmosphere at time t. Here, [O3] is the ambient O3 concentration. The NO2 219 

concentration inside the plume at time t is given by: 220 

2 2

0

[ ]

t

t NONO r dt                                (5) 221 

Since the NO2 initial concentration was very low, we assumed the NO2 initial concentration 222 
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[NO2]0 = 0. Consequently, 0[ ] [ ]tNOx NO (with no decay). 223 

The [NOx]/[NO2] ratio at time t is: 224 

2

[ ]

[ ]

t
NOx

t

NOx
R

NO
                               (6) 225 

Different from SO2, the number of NOx molecules is conserved, as opposed to their mass. 226 

The NOx dispersion model should thus be expressed as: 227 

2 2 2

2 2 2

( ) ( )
( , , ) exp( ) {exp[ ] exp[ ]}

2 2 2 2

mNOx
NOx

y z y z z

DQ y z H z H
c x y z

u     

 
               (7) 228 

where 
mNOx

NOx

Q NA
Q

m


 . NOxm  is the mean molar mass of the initial NOx and NA is Avoga-229 

dro’s constant of 6.02×10
23 

molecules mol
-1

. Substituting Eq. (6) into Eq. (7), the NO2 dis-230 

persion model can then be expressed as: 231 

2

( , , )
( , , ) NOx

NO

NOx

c x y z
c x y z

R
                            (8) 232 

2.3 VCD dispersion model 233 

As discussed above, mobile DOAS retrieves the VCD, while results of the dispersion mod-234 

el are point concentrations of the air parcels. Based on the definition of VCD, we integrate the 235 

concentration along the vertical direction, i.e., the z-direction from the ground to the upper 236 

troposphere, as in: 237 

2 2

2 2

0 0

2

2

( ) ( )
( , )= ( , , ) = {exp[ ] exp[ ]}

2 22

exp( )
22

z zy z

yy

DQ z H z H
VCD x y Dc x y z dz dz

u

DQ y

u

   

 

 
 

  

 

 
        (9) 238 

Eq. (9) is suitable for SO2. For NOx, the VCD dispersion is 239 

2

2
( , ) exp( )

22

mNOx
NOx

yy

DQ y
VCD x y

u  
                         (10) 240 

The NO2 VCD dispersion model is 241 

2

( , )
( , ) NOx

NO

NOx

VCD x y
VCD x y

R
                             (11) 242 

Since NOx disperses along the wind direction and RNOx is a function of t, this means that 243 

NOxR  also varies with distance. The detailed relationship between the distance and RNOx will 244 
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be discussed in subsection 4.4. Eqs. (9), (10), and (11) lay the mathematical foundation of the 245 

VCD distribution model for mobile DOAS measuring. 246 

2.4 VCD measured by mobile DOAS 247 

As shown in Figure 3, the flux of the plume cross-section can be calculated using the fol-248 

lowing equation: 249 

 ( , )j

l

F u VCD x y ds                              (12) 250 

jF  is the flux along the measurement route l in theory. For mobile DOAS measurement, 251 

jF should be given by Eq. (13) 252 

j j jF VCD u s                                (13) 253 

where sj is the distance between 2 measuring points and VCDj can be derived from the spec-254 

trum of measurement j. Based on Eqs. (12) and (13), VCDj can be expressed by Eq. (14) 255 

1
( , )j

l

VCD VCD x y ds
s

                              (14) 256 

Eq. (14) indicates that the VCDj derived from individual mobile DOAS measurements is the 257 

average of VCD(x,y) along the measurement route. The discretization of the VCD can signifi-258 

cantly affect the emission flux error and will be discussed in Section 4.1. 259 

 260 

Figure 3. Model of VCD measured by mobile DOAS 261 

2.5 Description of emission flux measured by mobile DOAS 262 

Since the SO2 lifetime scale is longer than the dispersion time scale, a decay correction is 263 

not needed for SO2, but for NOx it can be necessary. The SO2 emission flux is then using Eq. 264 

1 to calculate, while the NOx emission flux is: 265 
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2
NOx

NOx NO

R
F F

D
                           (15) 266 

In fact, the decay correction for NOx should be applied for cases with low wind speeds, 267 

while the effect for high wind speeds is very small. 268 

2.6 Measurement errors of emission flux 269 

Emission flux measurements errors not only arise from measurement errors but also depend 270 

on other factors, such as wind speed, measuring distance, [NOx]/[NO2] ratio and the sampling 271 

resolution. 272 

Since the VCD is inversely proportional to the wind speed (Eqs.9 and 10), the higher the 273 

wind speed is, the lower the VCD. This means more measurements at the edge of plume 274 

would be under the detection limit at higher wind speeds causing more undetectable flux. The 275 

VCD is also inversely proportional to measuring distance (Eqs.9 and 10). This means that the 276 

undetectable flux increase with measuring distance. Since the [NOx]/[NO2] ratio depends on 277 

the measuring distance (see figure 10), a large [NOx]/[NO2] ratio correction error occurs 278 

when the measuring distance is small. Finally, the sampling error can be reduced with im-279 

proved sampling resolution. 280 

The emission flux measurement errors by mobile DOAS have several sources: SCD fit er-281 

rors, AMF errors, wind field uncertainties, and sampling resolution measurement errors (Jo-282 

hansson et al., 2008, 2009; Wagner et al., 2010; Ibrahim et al., 2010; Shaiganfar et al., 2011, 283 

2017; Rivera, et al., 2012).  284 

The uncertainty of the derived SCD from the DOAS fit has a random and systematic part. 285 

For the random part it can be assumed that in general it cancels out (in combination with the 286 

sampling resolution error it can have a very small contribution). Thus, its direct effect on the 287 

total flux error is neglected in the following. However, from the fit error also the detection 288 

limit is estimated. For SCDs below the mobile DOAS detection limit, undetectable SCDs re-289 

sult in undetectable flux and therefore the fit error indirectly contributes to the total flux error.  290 

The systematic part of the SCD error caused by the uncertainty of the trace gas absorption 291 

cross-section is independent from the SCD fit error and is therefore included as an additional 292 

term in the total flux error calculation. 293 
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We assume that these errors are random, have a Gaussian distribution and are independent 294 

of each other. Then the total relative error of the emission flux is given by: 295 

2 2 2 2 2

100% 100%
cro uf AMF u serr

total

F F F F FF
E

D Q D Q

    
   

 
           (16) 296 

where errF is the total flux error; croF  is the flux error introduced by gas absorption 297 

cross-section error; 
ufF  is the undetectable flux; AMFF  is the flux error introduced by 298 

AMF errors; uF  is the flux error introduced by wind speed uncertainty. The wind direction 299 

uncertainties play a smaller role in point source flux measuring error (and can be derived from 300 

geometry), thus the uncertainties caused by the wind field are dominated by the wind speed 301 

uncertainties. The error term of the wind direction uncertainty is therefore removed. sF  is 302 

the emission flux error introduced by sampling resolution measurement error and it can be 303 

neglected (see section 4.1). 304 

Eq. (16) is appropriate for SO2. With regard to NOx, the NOx flux error is also introduced 305 

by the decay correction and the [NOx]/[NO2] ratio correction error. Hence, the NOx flux rela-306 

tive error is: 307 

2 2 2 2 2 2

100% 100%NOxR cro uf AMF u serr
NOx

F F F F F FF
E

D Q D Q

          
   

 
    (17) 308 

where DF  is the flux error due to decay correction, and RNOxF is the flux error due to 309 

[NOx]/[NO2] ratio correction. 310 

In order to quantify the contributions/budget of individual error sources, the ratios are cal-311 

culated as Eq. (18) 312 

2
2 i
i 2

err

F
R

F


                               (18) 313 

where i represents the individual error sources. Note that 
2 1i

i

R  . 314 

3 Parameter assumption and numerical simulation 315 

In Section 2, the forward model for mobile DOAS measurements of emission flux was es-316 
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tablished. In this section, reasonable values of the parameters in the forward model are dis-317 

cussed and prepared in order to drive the forward model. 318 

For most factories, including power plants, the emission rates of NOx and SO2 are different. 319 

Since a higher emission rate is an ideal condition for mobile DOAS measurements, higher 320 

emissions could be outside the scope of our study. Therefore, the emission rate that we simu-321 

lated was < 200 g/s, and we set the Q value within this range. Since the Gaussian dispersion 322 

model is appropriate for moderate wind speed and scale, the wind speed was set to range from 323 

1.2~8 m/s and the dispersion distance was approximately 0~10 km. Given the car speed and 324 

mobile DOAS spectrometer integration times intt , the sampling resolution was set from 5–325 

500 m. The NOx mean daytime lifetime is approximately 5 h ± 1 h (Spicer, 1982), while 326 

the SO2 daytime lifetime is more than 1 day (S. Beirle, 2014). Compared with the dispersion 327 

time scale, the SO2 daytime lifetime uncertainty could be neglected. When time approaches 328 

infinity, the NOx reaction steady-state could be determined by ambient [O3] according to Eq. 329 

(5). We here assumed a typical [O3] value 1.389×10
12

 molecules cm
-3

 thus the steady-state 330 

[NOx]/[NO2] ratio is 1.32. The [NOx]/[NO2] ratio inside the air parcel of the plume varying 331 

with the distance could be determined by Eqs. (5), (6), (7) and (8). 332 

The SCD error can mainly be attributed to the DOAS fitting error of the SCD and the trace 333 

gas absorption cross-section error. Previous studies have indicated that the typical fit errors of 334 

NO2 and SO2 SCDs are ±(1~4) ×10
15 

molecules cm
-2

 and ±(1~6) ×10
15

 molecules cm
-2

, 335 

respectively (Wagner et al., 2011; Wang et al., 2014; Wu et al., 2018; Davis et al., 2019). Thus 336 

in this study, we set the fit error of NO2 and SO2 to be ±2.5×10
15

 molecules cm
-2

 and ±337 

4×10
15

 molecules cm
-2

 (1σ error), respectively. Here in addition, we use the 2σ values as de-338 

tection limit (see e.g. Alicke et al., 2002; Platt and Stutz, 2008). The absorption cross-section 339 

errors are less than 3% for NO2 and less than 2.4% for SO2 (Vandaele et al., 1994, 1998). In 340 

this study, we set the total SCD error from gas absorption cross-section errors to 5% (Theys, 341 

et al., 2007) for both NO2 and SO2. Of course, these values are only rough estimates, but they 342 

are useful to investigate the general dependencies of the total flux error. 343 

VCDs are derived from SCDs applying AMF. We calculated AMFs using the Monte Carlo 344 
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atmospheric radiative transfer model McArtim (Deutschmann et al., 2011). For that purpose, 345 

we calculated 3-D box-AMF for different aerosol loads and solar zenith angle (SZA). It 346 

should be noted that the application of 3-D box-AMF (in contrast to 1-D box-AMF) is im-347 

portant for the measurements considered in our study, because horizontal extension of the 348 

plumes perpendicular to the wind direction is rather short (compared to the average horizontal 349 

photon path lengths). Our simulations indicate that, for a plume height around 250m, the 350 

AMF is typically between 1.05 and 1.3. The higher values are for high aerosol load and high 351 

SZA (here only measurements below 75° are considered), the lower values are for low aerosol 352 

load and low SZA. In this study, we use an AMF of 1.15 and assume an AMF error of ±10%. 353 

For layer heights below 50m, the AMF is around 1.03 and the AMF error can be neglected. 354 

The sampling resolution measurement error is primarily attributed to the drift of GPS. 355 

However, flux error due to GPS drift could be neglected (see subsection 4.1). 356 

The flux error due to wind field uncertainty mainly comes from wind speed uncertainty. In 357 

order to quantify the wind speed uncertainties, the 1-month wind profile data at the height of 358 

250 m during the time period 9:00~16:00 from 1 April–30 April 2019 were derived from the 359 

Doppler wind profile radar located in Shijiazhuang (38.17ºN, 114.36ºE). The average wind 360 

fields and standard deviations were calculated for each hour, as shown in Figure 4. Two-order 361 

polynomials were applied in order to derive the function of standard deviation versus average 362 

value for both wind speed and wind direction. Some sample values calculated using these 363 

polynomials are listed in Table 3. Table 4 lists all the simulation parameters of NOx and SO2 364 

that were required. 365 

  366 

Figure 4. Polynomial fitting of the uncertainty between wind speed and wind direction. 367 
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Table 3. Wind speed uncertainty and wind direction uncertainty after polynomial fitting. 368 

wind speed(m/s) wind speed uncertainty(±,m/s) 

1.2 0.466 

2 0.562 

3 0.662 

4 0.740 

5 0.796 

6 0.83 

7 0.842 

8 0.832 

 369 

Table 4. Simulation parameters and data range of NOx and SO2. 370 

Parameter Values 

Emission rate(g/s) 10, 30, 50, 100 , 150, 200 

Wind speed(m/s) 1.2, 2,3, 4, 5, 6, 7, 8 

Measuring distance(km) 0~10km 

Sampling resolution 5~500m, initial integration times intt  

Fit error(molecules cm
-2

) NO2: ~2.5×10
15

; SO2: ~4×10
15

 

Detection limit(molecules cm
-2

) NO2: 5×10
15

; SO2: 8×10
15 

 

AMF and its error 1.15±10% 

Gas absorption cross-section er-

rors 
±5% 

Average atmosphere lifetime NOx:5h±1h; SO2: more than 1 day 

RNOx 
RNOx inside the plume is calculated by Eqs. (5), (6), (7) and 

(8). RNOx in NOx reaction steady-state is 1.32. 

The parameters listed in Table 4 were applied in the forward model in order to perform the 371 

simulation. The simulation results are shown in Figures 25 and 26 of the Appendix. 372 

4 Analysis of emission flux errors measured by mobile DOAS based on the forward 373 

model 374 

Figures 25 and 26 in the Appendix show that the modeled relative errors of NOx and SO2 375 

emission flux varied with sampling resolution and distance from the point source under dif-376 

ferent wind speeds and emission rates. Some overall features can be derived from these fig-377 

ures. Therefore, typical cases were selected in order to discuss the overall features based on 378 
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several key factors. 379 

4.1 Sampling resolution and its error 380 

Sampling resolution variation impacts on the error combination and propagation and its er-381 

ror is an error source. 382 

Sampling resolution is derived from GPS records in actual measurement. The typical un-383 

certainty of the GPS readings is <1.5m. For measurements with small sampling resolutions 384 

the GPS error can thus cause relatively large uncertainties for the flux contributions from in-385 

dividual measurements (Eq. 1). However, even for small sampling resolutions the GPS errors 386 

of neighboring flux contributions almost completely cancel each other. Thus, the contribution 387 

of the GPS error to the flux calculation (Eqs. 16 and 17) can be neglected. 388 

In actual measurements, if one distance is too long, and this happens to be inside the plume, 389 

while the next distance is too short but is already outside the plume, the flux will be overesti-390 

mated in spite of the fact that the sum of the two distances has only a small error. In this case, 391 

the sampling error becomes important. The sampling error is largest when the sampling reso-392 

lution is large. Thus a small and uniform sampling resolution is particularly important.  393 

In order to discuss the dependence of flux error on sampling resolution, some data were ex-394 

tracted from the Appendix and plotted in Figure 5. This figure shows the increase of relative 395 

error with increasing sampling resolution. It should be noted that the smaller the sampling 396 

resolution, the more data the mobile DOAS will sample. This directly leads to the inclusion of 397 

more data in the emission flux calculations, resulting in the lower emission flux error. How-398 

ever, when far from the source, the plume with narrows quickly (see section 4.2). Appling 399 

different sampling resolution is no longer feasible. Therefore, the sampling resolution can on-400 

ly work effectively when the measurements are not far from the source.  401 
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Figure 5. Dependence of relative errors on sampling resolution (Q = 100 g/s, u = 3 m/s and 6 m/s, at 403 

different measuring distances). 404 

The impact of sampling resolution on emission flux error is noticeable. In terms measure-405 

ment efficiency, the sampling resolution should not be too small. Also to avoid large errors 406 

and sampling errors, large resolution is not recommended. Therefore, we recommend the 407 

proper sampling resolution to be between 5 m and 50 m. Larger resolutions may also be via-408 

ble, but > 100 m is not recommended. 409 

4.2 Measuring distance from the source 410 

Measuring distance is not an error source, but affects the dispersion and NOx chemical re-411 

actions, further adding to the emission flux error. Figure 6 presents typical examples of rela-412 

tive errors varying with distance at a resolution of 20 m. Wind speeds of 3 m/s and 6 m/s were 413 

utilized in this example. The overall feature shown in all of the sub-figures of Figure 6 is the 414 

rapid decrease and then quick increase of the relative error with measuring distance. Different 415 

factors lead to the large errors at small and large distances. 416 

First, we analyzed NOx and SO2 emission flux errors for a large measuring distance. The 417 

large distance results in the dramatic decrease of SCDs due to dispersion and decay along the 418 

plume transport path. The SCDs can be lower than the detection limit of mobile DOAS meas-419 

urements, resulting in a portion of the undetectable flux. Because of dispersion, the plume 420 

widths with SCDs above the detection limit and thus the detectable fluxes decrease signifi-421 

cantly with distance, even dropping to zero, as shown in Figure 6. This causes the relative er-422 

ror to increase at large measuring distances. 423 

Second, we analyzed NOx and SO2 emission flux errors in the case of a small measuring 424 

distance. Figure 6 indicates that the error is large and decreases rapidly with increasing meas-425 

uring distance when close to the source. As discussed in Section 4.1, if more measurement 426 

data are included in the calculations of flux, the relative error can decrease. When the meas-427 

uring distance is small, the number of samples can dramatically decrease. For SO2, the rela-428 

tive error can increase significantly when the measurements are close to the point source. For 429 

NOx, the relative error is also affected by chemical reactions, this phenomenon that we will 430 
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discuss in Section 4.4. 431 

  432 

  433 

. 434 

Figure 6. Variation of NOx and SO2 flux relative errors with distance, using Eqs. (16) and (17) (Q = 435 

100 g/s, setting the sampling resolution s = 20 m and the wind speed to 3 m/s and 6 m/s). 436 

4.3 Wind fields and their uncertainties 437 

Wind fields can impact both the gas dispersion (Eqs. 2, 9 and 10) and the calculation of 438 

emission flux (Eqs. 1 and 15). In terms of dispersion, wind speed affects gas VCD (Eqs. 9 and 439 

10). In terms of flux calculation, the temporal and spatial uncertainty of wind fields can con-440 

tribute to emission flux calculation errors. Therefore, the effects of wind fields are discussed 441 

based on these 2 factors in this section. 442 

Figure 7 displays the variations of the relative errors of NOx and SO2 with wind speed at 443 

different distances. The emission rate Q and the sampling resolution are chosen as 100 g/s and 444 

20 m, respectively. Figure 7 indicates the different features of relative error for wind speeds at 445 

small and large measurement distances. The relative error of NOx increases with increasing 446 

wind speed at different distances, while the SO2 relative error for measurements at small dis-447 

tances exhibits a trend opposite that of the large distance measurements. The causes of the 448 

different relationships at small and large measurement distances are discussed in subsection 449 

4.3.1. 450 
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 451 

Figure 7. Relative errors of NOx and SO2 emission flux changes with wind speed at different meas-452 

urement distances (Q = 100 g/s, sampling resolution s = 20 m). 453 

 454 

4.3.1 Effects of different wind speeds on measurements at small and large measurement 455 

distances 456 

Since the NOx and SO2 flux measurement errors of different wind speeds are very different 457 

at small and large measurement distances, we discuss them separately. 458 

4.3.1.1 SO2 459 

We first analyzed the effect of different wind speeds on the SO2 emission flux error. 460 

Since VCDs decrease with increasing wind speed (Eqs. 9, 10 and 11), more SCDs would be 461 

below the detection limit of mobile DOAS at high wind speeds. Hence, the contribution of 462 

undetectable SCDs to the error of flux calculations depends on wind speed. In addition, since 463 

wind fields are input into the calculations of emission flux (Eqs. 1 and 15), their uncertainties 464 

can contribute to the flux measurement error. In order to investigate the contributions of un-465 

detectable ambient VCDs and the influence of wind field uncertainties in flux measurement, 466 

the ratios 
2

ufR  (R
2
 of the undetectable flux) and 

2

uR  (R
2
 of the wind speed uncertainty) cal-467 

culated using Eq. (18) are shown in Figures 8c and 8d for different wind speeds and meas-468 

urement distances. 469 

Again, we first analyzed the measurements at large distances. The undetectable VCDs 470 

dominate the effect of wind fields on the error of flux calculations when the measurement 471 

distance is large. As shown in Figures 8d, undetectable flux dominates the flux errors when 472 

measuring at large distance. The 
2

ufR  becomes greater with larger wind speeds, for large 473 

measurement distances. For large measurement distances, as shown in Figures 8c and 8d. 474 
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Therefore, undetectable VCDs dominate the effect of wind fields on the error of flux calcula-475 

tions when the measurement distance is large. Since VCDs decrease with increasing wind 476 

speeds, the flux error associated with undetectable VCDs should be increased with wind 477 

speed. This relationship explains the phenomenon that the relative error of emission flux in-478 

creases with increasing wind speed for large measurement distances. 479 

Next, the measurements at small distances were analyzed. Figures 8c and 8d indicate that 480 

2

ufR  is much lower than 
2

uR  for short measurement distances. The wind field uncertainty 481 

dominates the effect of wind fields on the flux calculation errors. Meanwhile, since the rela-482 

tive uncertainty of the wind field decreases with increasing wind speed, the emission flux er-483 

ror decreases with increasing wind speed for short measurement distances, as shown in Figure 484 

6. 485 

  486 

0 1 2 3 4 5

 1.2m/s  2m/s  3m/s  4m/s

 5m/s  6m/s  7m/s  8m/s  487 

Figure 8. Wind speed uncertainty ratio squared 2

uR  (a and c) and undetectable emission flux ratio squared 488 

2

ufR  (b and d) of NO2 and SO2 emission flux measurement error changes with measurement distance for 489 

different wind speeds (Q = 100 g/s, sampling resolution s = 20m). 490 

 491 

4.3.1.2 NOx 492 

We next analyzed the effect of different wind speeds on NOx emission flux error, as shown 493 

in Figures 9a and 9b. 494 

The effects of different wind speed dispersions on NOx emission flux error are similar to 495 

SO2, i.e., Figures 8b and 8d, indicating that the effects of wind speed dispersion are analogous. 496 
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The effect of wind field uncertainty is much different from SO2, however, especially when the 497 

measurements are very close to the source. When very close, wind field uncertainty influence 498 

increases and then decreases with distance. Compared with SO2, the decreasing trend of NOx 499 

in the case of far measurement distances is also similar, but the increasing trend is very dif-500 

ferent. This implies that NOx measurements close to the source have another main potential 501 

error source, which we will investigate in Section 4.4. 502 

The 4 subfigures in Figure 8 share the common characteristic that the R
2
 lines have inter-503 

sections between 4 m/s and 5 m/s. This implies that the wind field uncertainty effect and the 504 

wind field dispersion effect are distinguished between 4 m/s and 5 m/s. In actual measure-505 

ments, undetectable VCDs cannot be well quantified. Therefore, we recommend the proper 506 

wind speed for mobile DOAS to be < 4 m/s. The appropriate lower wind speed in this study 507 

was 1.2 m/s, But the Gaussian plume model we used becomes increasingly inaccurate when 508 

wind speeds are under 1m/s. Thus, we recommend a proper wind speed of 1–4 m/s. 509 

4.3.2 Error budget of undetectable flux, uncertainties of wind speed 510 

The remaining question is what flux error budget is associated with the wind speed. From 511 

Section 2.6 we know that Wind field uncertainties mainly come from the wind speed uncertainties. 512 

Undetectable flux is the result of SCDs below the detection limit, but the main drivers of 2

ufR  in-513 

creasing trend along the wind direction is the wind dispersion. Figure 9 presents the changes 514 

of 
2

uR  and 
2

ufR  of NOx and SO2 with distance for different wind speeds, 3 m/s and 6 m/s. 515 

As for SO2, the wind field influence contributes most of the emission flux error from wind 516 

field uncertainty, in conjunction with wind dispersion. Furthermore, contributions from wind 517 

speed uncertainty in the emission flux error are also presented in Figure 9. This demonstrates 518 

that wind speed uncertainty dominate the flux error when close measuring. 519 

With regard to NOx, the wind speed influence is similar to SO2 when measuring far from 520 

the source and very different when measuring close to the source. As discussed above, mobile 521 

DOAS can only measure the NO2, as opposed to the NOx. The amount of NO2 yield deter-522 

mines the mobile DOAS measurement result, and thus that of the NOx flux measurement er-523 

ror, especially when measuring very close to the source. 524 
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  525 

 526 

Figure 9. Changes of 2

uR  and 2

ufR  of NOx and SO2 emission flux measurement errors with meas-527 

urement distance for different wind speeds (Q = 100 g/s). 528 

4.4 NOx chemical reactions 529 

In Section 4.2, we left unanswered the question as to why the NOx flux error is very large 530 

when very close to the source (see Figure 6). In this section, we will investigate the reason for 531 

this phenomenon. 532 

Stacks mainly exhaust NO, which then transforms into NO2 in a few minutes due to chem-533 

ical reactions. Since NOx disperses along the wind direction, this means that the [NOx]/[NO2] 534 

ratio varies with distance. With O3 mixing to the air parcels of the plume continually, more 535 

NO2 would yield and [NOx]/[NO2] ratio decreases with the distance before the NOx reaction 536 

steady-state. For readability, we here show the increasing trend of [NO2]/[NOx] ratio along 537 

the distance in Figure 10a. 538 

In actual measurements, especially for elevated point sources, the dependence of the 539 

[NOx]/[NO2] ratio on the distance from the air parcels of the plume is difficult to measure. 540 

The [NOx]/[NO2] ratio could e.g. be measured by an in situ instrument on the ground. How-541 

ever, in some cases the plume might not reach the ground. And even if it reaches the ground 542 

the measured [NOx]/[NO2] ratio is probably not representative for the whole plume. Further-543 

more, also the ambient [O3] could be measured, which would help to constrain the 544 
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[NOx]/[NO2] ratio. But also if O3 measurements are available, the calculation of the 545 

[NOx]/[NO2] ratio will have its uncertainties, and the derived [NOx]/[NO2] ratio will again 546 

not be representative for the whole plume. Thus in our study, we calculate the [NOx]/[NO2] 547 

ratio based on the dispersion model with some additional assumptions which are outlined in 548 

the text. In this way we can derive the general dependencies of the [NOx]/[NO2] ratio on the 549 

plume distance and apply a corresponding correction. However, for the NOx flux calculations, 550 

even after the application of the [NOx]/[NO2] ratio correction factor, substantial flux errors 551 

near the source might occur.  552 

Subfigure b in Figure 10 displays the 
2

RNOxR value of the [NOx]/[NO2] ratio correction error. 553 

The larger the [NOx]/[NO2] ratio, the larger the 
2

RNOxR  value of the [NOx]/[NO2] ratio cor-554 

rection. This causes the 
2

RNOxR  to increase, to as high as 1, when near the source. Also, from 555 

the 
2

RNOxR  value we discovered that the [NOx]/[NO2] ratio correction error is the main error 556 

source when close to the emission source. Hence, the main flux error source near the emission 557 

source is the [NOx]/[NO2] ratio correction error. 558 

  559 
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Figure 10. variation of [NO2]/[NOx] ratio (a) 
2

RNOxR with distance (b) at different wind speeds (Q = 100 561 

g/s). 562 

Since we know that the [NOx]/[NO2] ratio correction error is the main error source near the 563 

emission source, developing ways to avoid or minimize this error is our goal. 564 
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In real-world experiments, accurately measuring NOx flux requires NOx to reach a 565 

steady-state. According to Eq. (3), when time approaches infinity, the NO2 reaction rate 2NOr  566 

approaches 0, indicating that NOx reaches a steady-state. In theory, steady-state NOx is an 567 

ideal condition for measuring NOx flux. Infinite time, however, is not our expectation. If we 568 

regard 2 max0.05NOr r  as the approached steady-state, the approached steady-state time could 569 

be attained, as well as the approached steady-state distance. maxr  is defined as the theoretical 570 

NO2 maximal reaction rate, which is 2 5 0 3[ ] [ ]NOr k NO O . Figure 11a displays the variation of 571 

2

max

NOr

r
 with time and Figure 11b displays the approached steady-state distance. 572 

In order to investigate the feasibility of our recommendation, we used the following equa-573 

tion for analysis: 574 

100%RNOx
RNOx

F
E

DQ


                          (19) 575 

where RNOxF  is the flux error resulting from the [NOx]/[NO2] ratio correction at the ap-576 

proached steady-state distance. RNOxE  is used rather than R
2
 because R

2
 only represents the 577 

error source contribution/budget. For example, the R
2 

value
 
of the [NOx]/[NO2] ratio correc-578 

tion error is 0.9, while the total relative error is only 10%. In this case, it seems that we cannot 579 

accept the high R
2
, although the total relative error is acceptable. Therefore, in our judgment, 580 

using RNOxE  is an advantage. 581 

The RNOxE  values at the approached steady-state distance for different wind speeds and 582 

emission rates were calculated, and the results are presented in Figure 11c. From this figure, 583 

we can infer that RNOxE  is approximately 5%, which is very low. This indicates that the flux 584 

error resulting from the [NOx]/[NO2] ratio correction at the approached steady-state distance 585 

is very small and can thus be regarded as negligible. 586 
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  587 

Figure 11. variation of 2 max/NOr r with time (a), NOx steady-state distance from the source (b) and RNOxE  588 

values (c) under different emission rates and wind speeds ([O3]= 1.389 × 10
12 

molecules cm
-3

). 589 

According to Eq. (3), 2NOr  depends on [O3]. Hence, we also calculated the NOx 590 

steady-state distance and RNOxE  under different [O3]. The RNOxE  was also approximately 5% 591 

under different [O3], as shown in Figure 12. The dependence calculation demonstrates that 592 

RNOxE  is also very small under different [O3]. Consequently, regarding 2 max0.05NOr r  as the 593 

approached steady-state seems to be acceptable. 594 

 595 

 596 

3 3.5 4 4.5 5 5.5 6
ERNOx(%)

 597 

Figure 12. NOx approached steady-state distance from the source (upper plot) and RNOxE  values (bottom 598 

plot) under different emission rates, different wind speeds, and different [O3]. 599 

In summary, when very close to the emission source, the main flux error source is the 600 

[NOx]/[NO2] ratio correction error. In order to avoid or minimize this error, we recommend 601 

2 max0.05NOr r  as the approached steady-state, in which case the approached steady-state 602 
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distance is the starting measurement distance. The overall distances for different [O3] concen-603 

trations were also simulated as a reference for the DOAS measurement of NOx point source 604 

emissions, as shown in Figure 13.  605 

  606 

Figure 13. NOx steady-state distance from the source for different [O3] concentrations (
2 max0.05NOr r ). 607 

 608 

4.5 Undetectable flux 609 

As discussed in sections 4.3, undetectable flux dominates the flux error when far from 610 

source. In the following, we discuss further details of the undetectable flux error. The unde-611 

tectable flux is caused by SCDs below the detection limit. Following Platt and Stutz (2008), 612 

we set the detection limit as 2 times the fit error. While the exact value of the detection limit 613 

might be different for different instruments and measurement conditions, we use this value to 614 

derive the general dependencies of this error term and its contribution to the total flux error. 615 

VCDs are sensitive to wind speeds and the dispersion (Eqs. 9 and 10), so is the undetecta-616 

ble flux. We calculate the undetectable flux and its 
2

ufR  along wind direction (equal to along 617 

the measuring distance) as shown in Figure 14 (for an emission rate of 100 g/s). As discussed, 618 

the main driver of undetectable flux increasing trend along the wind direction is attributed to 619 

the wind dispersion as can be seen from Figure 14. With measuring distance far away, the un-620 

detectable flux gradually dominates the flux error which can be denoted by 
2

ufR  trend. Large 621 

wind speed also results in quick dispersion thus leads more undetectable flux. The 
2

ufR  and 622 

the undetectable flux increases rapidly under the wind speed of 8 m/s than that of 1.2 m/s for 623 

both NOx and SO2. 624 
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625 

 626 

 627 

Figure 14. NOx and SO2 absolute flux error, and the 
2

ufR  that Undetectable SCDs result in (Q = 100 628 

g/s). 629 

4.6 Gas absorption cross-section error 630 

As discussed in section 2.6, the gas absorption cross-section error contribution to SCD er-631 

rors is independent of the SCD fit error. Uncertainties of the trace gas cross-sections cause 632 

systematic SCD uncertainty. We calculated 
2

croR  along the wind direction and the total rela-633 

tive errors at the speed of 1.2m/s and 8m/s, as shown in Figure 15. The 
2

croR  variation trend 634 

is similar to 
2

ufR  in section 4.6 due to the relative error variation. However, maximum 
2

croR  635 

has subtle difference but varies apparently along the wind direction under different wind 636 

speed, which indicates that 
2

croR  is not very sensitive to wind speeds but sensitive to the dis-637 

persion. From Figure 15 we see that 
2

croR  could approach 0.5, which means that gas 638 

cross-section error might even become the main error source. However, when 
2

croR  is close 639 

to 0.5, the relative errors of NOx and SO2 are at low levels. This further suggests the trace gas 640 

cross-section error has an overall small contribution to the total flux error. 641 
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  642 

  643 

Figure 15. NOx and SO2 
2

croR  of absorption cross-section error under different wind speed (Q = 100 644 

g/s). 645 

4.7 AMF error 646 

AMF values depends on plume height, SZA and aerosol optical density (AOD) as shown in 647 

Figure 16. For plume heights < 50m, the AMF is around 1.03 and its error can be neglected. 648 

For plume heights ≦ 250m, the AMF error is about ±10%. Since the plume height in our 649 

study is about 250m, the contribution from the AMF error has to be taken into account. 650 

Since VCDs are derived from SCDs by dividing the AMF, then AMF errors introduce VCD 651 

errors, which furthermore contribute to the emission flux errors. Wind speed uncertainty is the 652 

main error source when close to the source. With larger wind speed, the relative error of the 653 

wind speed becomes smaller which then also contributes less to the flux error. This indicates 654 

that the flux error that results from other error sources, such as the AMF error, have larger rel-655 

ative contributions under larger wind speed. Figure 17 presents 
2

AMFR  and the total relative 656 

errors for wind speeds of 1.2 m/s and 8 m/s. From Figure 17 we could see that 
2

AMFR  for SO2 657 

under the speed of 1.2 m/s is very small while it becomes larger at the speed of 8m/s, even 658 

near 0.5 when near the source. The NOx flux error, however, is less affected by the AMF error 659 

for 
2

AMFR < 0.1. 660 
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 661 

Figure 16. 3D Box-AMF dependence on plume height, SZA and aerosol optical density (AOD) for 310nm 662 

and 430nm. For the aerosols a box profile between the surface and 1km was assumed. 663 

 664 

 665 

Figure 17. NOx and SO2 total relative error, 
2

AMFR  of AMF error under different wind speed (Q = 100 666 

g/s, s=20m). 667 

 668 

4.8 Effect of number of measurement times 669 

In our experiments, we only simulated a single scan of the plume by the mobile DOAS at 670 

each specific distance. In reality, we usually scan the plume cross-section several times in or-671 

der to reduce the flux error. The elapsed time between two scans at the same distance from the 672 

source is then also an important parameter. The more of the elapsed time, the greater the un-673 

certainties due to temporal variations of the flux and/or the wind fields are likely to be. Here, 674 

we assumed that the elapsed time is small and its influence can thus be neglected in our simu-675 

lation. Figure 18 displays the simulation example of NOx and SO2 flux error under different 676 

measurement times. 677 

The error sources of the emission flux can be classified into 2 types. The first is the meas-678 

urable error/uncertainty: wind speed uncertainty, AMF error and undetectable flux. The sec-679 
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ond is: [NOx]/[NO2] ratio correction error near the source and the gas absorption 680 

cross-section error. The flux error resulting from the first type of error source can be lowered 681 

by scanning the plume more times while the second cannot. Undetectable SCDs result in un-682 

detectable flux, and it can be reduced by more measurements times in theory. In reality, this is 683 

often not possible because it requires that all measurement conditions (e.g. the wind field or 684 

the background concentrations) stay unchanged. This means that the undetectable flux is hard 685 

to be lowered by more time scanning in the actual measurements, although it can be easily 686 

realized in theory. Therefore, in practice also the undetectable flux error belongs to the second 687 

type of errors, which cannot be reduced by multiple measurements. 688 

According to the analysis in Section 4.3, the undetectable flux is the main error source 689 

when far from the emission source. Consequently, the flux error under different numbers of 690 

scans for both NOx and SO2 cannot be significantly lowered when measuring far from the 691 

source (range D in Figure 18). Within the close measurement range (range C in Figure 18), 692 

the first type of error source is the predominant source of SO2 error, and thus the flux error can 693 

be lowered by additional plume scans. For NOx, however, the [NOx]/[NO2] ratio correction 694 

error is the main error source when very close to the emission source (range A in Figure 18), 695 

and thus the effect of additional plume scans is not evident. A little farther from the source, 696 

the first type of error source becomes the main error source (range B in Figure 18). Ultimately, 697 

the impact of additional plume scans becomes effective. 698 
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 700 

 1 time  2 times  10 times  701 
Figure 18. Emission flux error under different numbers of scans. Range A is very close to the source, range 702 

B is not too close or too far, range C is close to the source, and D is far from the source (Q = 100 g/s). 703 

 704 

4.9 Effect of spectrometer integration times 705 

Spectrometer noise is the main noise source of the mobile DOAS instrument (Platt and 706 

Stutz, 2008; Danckaert et al., 2015). The noise level varies under different integration times, 707 

thereby changing the fit error and detection limit, which would then affect the flux measure-708 

ment error. Therefore, this section is focused on the effect of spectrometer integration times 709 

on mobile DOAS flux measurement error. 710 

The relationships among fit error, detection limit, and noise level are (Kraus, 2006; Platt 711 

and Stutz, 2008) 712 

fit errSCD Fit   , limD                       (20) 713 

where 
fitSCD  is the SCD fitting error, errFit  is the residual in DOAS fitting, limD  is the de-714 

tection limit, and   is the noise level. The noise level is approximately inversely propor-715 

tional to the square root of the integration times. 716 

The sampling resolution of mobile DOAS can be expressed as: 717 

int( )ss v t n v t                                (21) 718 

where v  is the car speed, st  is a single integration time of the spectrometer, n  is the 719 

spectrometer averaging times, and intt  is the spectrometer integration times. 720 

According to Eq. (21), the effect of integration times can be investigated in 2 different ways: 721 

Varying the car speed and thus fixing the sampling resolution or fixing the car speed and thus 722 
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varying the sampling resolution. In this study, we simulated the integration times for 0.25 intt , 723 

0.5 intt , 1 intt , 2 intt  and 4 intt . 724 

4.9.1 Prescribed sampling resolution 725 

Since different integration times results in the car speed varying in a large range that car 726 

speed cannot be fully realized in actuality at a given sampling resolution, the sampling resolu-727 

tion cannot be too small. Here, we chose a 50 m sampling resolution as a case study. 728 

Figure 19 displays the relative error under different integration times at a given sampling 729 

resolution (Q = 100 g/s). From Figure 19 we can see the relative error differences resulting 730 

from various integration times. 731 

Since a larger integration times will directly lead to a lower detection limit and a smaller 732 

fitting error, and indirectly to a lower undetectable flux and a lower fit error, the relative error 733 

nonlinearly decreases with increasing integration times. Since the relative error differences 734 

caused by integration times become more evident when far from the source (range B in Figure 735 

19), our analysis focused on this range. This phenomenon is due to that fact that different in-736 

tegration times mainly act on the fit error and the detection limit. Therefore, we separately 737 

analyzed these 2 error sources. 738 

 739 
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   0.25tint  0.5tint  1tint  2tint   4tint  741 

Figure 19. Relative error under different integration times at a prescribed sampling resolution (Q = 100 742 

g/s). 743 

We analyzed the undetectable flux differences resulting from different detection limits. 744 

Figure 20 presents the undetectable flux and its R
2
 values. From the R

2
 values we could infer 745 

that undetectable flux contributes most to the error when far from the source. Especially for 746 

smaller integration times, undetectable flux R
2
 increases very quickly with distance. In addi-747 

tion, the variation trend of undetectable flux when far from the source corresponds to the rela-748 

tive error trend. Therefore, we infer that the relative error trend under different integration 749 

times is determined by the undetectable flux. 750 

In brief, different integration times significantly impact the relative error at a given sam-751 

pling resolution when far from the source, and these error differences are mainly attributed to 752 

the undetectable flux differences resulting from the detection limit. 753 

. 754 

 755 

 756 

R2   0.25tint  0.5tint  1tint  2tint   4tint

Undetectable flux(g/s)   0.25tint  0.5tint  1tint  2tint   4tint  757 

Figure 20. Undetectable flux and its 
2R  values under wind speeds of 3 m/s and 6 m/s for NOx and SO2 758 

under different integration times. The sampling resolution is 50 m (Q = 100 g/s). 759 

4.9.2 Prescribed car speed 760 

When the car speed is prescribed, the sampling resolution is determined by the integration 761 
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times. Therefore, an effect on the error due to the sampling resolution would be introduced 762 

(Section 4.1). 763 

Figure 21 presents the relative error under different integration times at a given car speed. It 764 

is interesting that the relative error differences caused by integration times in ranges B and D 765 

(NOx) are opposite those of ranges C and D (SO2). We have analyzed the causes of the rela-766 

tive error differences in range D, but did not analyze the causes in range B or C. 767 

From Section 4.1 we know that, within the proper resolution range, the relative error in-768 

creases with increasing sampling resolution. Moreover, the sampling resolution can only af-769 

fect the first type of error source mentioned in Section 4.6, i.e., the wind speed uncertainty, 770 

and AMF error. We calculated the sum of the R
2 

values for the wind field uncertainty, and fit 771 

error. In addition, the sum of the absolute flux errors introduced by these error sources is 772 

shown in Figure 22. The R
2
 values indicate that, in range B or C, these factors are the main 773 

error source and thus cause the differences under different intt . The flux error trends do not 774 

all correspond to the relative error trend due to the undetectable flux, although it is still the 775 

main error source that determines the differences in range B or C. 776 

Furthermore, we can conclude that the different integration times that significantly affect 777 

the relative error at a given car speed can be divided into 2 ranges: B and D for NOx, and C 778 

and D for SO2. In range B/C, the differences under different intt  can be attributed to the 779 

sampling resolution effect. In range D, the differences under different intt  can be attributed 780 

to the undetectable flux. 781 
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 782 

 0.25tint  0.5tint  1tint  2tint   4tint 783 

Figure 21. NOx relative errors (a and c), 
2R  values introduced by the wind field uncertainty AMF error 784 

(b and d)(Q = 100 g/s). 785 

     786 

 0.25tint  0.5tint  1tint  2tint   4tint 787 
Figure 22. SO2 relative errors (a and c), R

2
 values, and flux errors introduced by the wind field uncertainty 788 

and AMF error (b and d) under wind speeds of 3 m/s and 6 m/s (Q = 100 g/s). 789 

 790 

 Different integration times result in different fit errors and different detection limits. The 791 

analysis in terms of either a given sampling resolution or a given car speed has significant 792 

implications. For example, when measuring close to the source, i.e., range B or C in Figures 793 

21 and 22, we can fix the car speed within a proper low integration times in order to obtain a 794 

higher resolution, which indirectly results in a lower error. When measuring far from the 795 

source, proper large sampling resolutions are available since the main error source is the un-796 
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detectable flux. This further suggests that larger integration times and higher car speeds can 797 

be applied in order to increase the efficiency of measuring flux. 798 

4.10 Effects from other factors 799 

Measuring emission flux is extremely complex. It is feasible to analyze the error caused by 800 

some key factors, but it is also necessary to study other factors. 801 

4.10.1 Emission rate 802 

Emission rate is an objective factor. The simulation results suggest that the emission rate 803 

significantly affects the relative error distribution. Therefore, disregarding the emission rate in 804 

order to analyze the error is a less rigorous approach. 805 

From Eqs. (9), (10), and (11) we know that VCD(x,y) is proportional to the emission rate, 806 

which means that lower emission rates generate lower VCD(x,y), leading to a reduction of the 807 

measurable plume width with SCDs above the detection limit. Ultimately, this results in larger 808 

emission flux errors at the same distance when the emission rate is low, even if there is no 809 

proper resolution to measure. In order to achieve a low emission flux error, emission rates that 810 

are too low are not recommended. We cannot provide a precise lower limit for the emission 811 

rate, but can propose a range of values. From the figures in the Appendix, we can see that the 812 

red areas (indicating large errors) cover nearly all of the figure when the NOx emission rate is 813 

< 30 g/s and the SO2 emission rate is < 50 g/s. Therefore, emission rates < 30 g/s for NOx and 814 

< 50 g/s for SO2 are not recommended in mobile DOAS measurements. 815 

4.10.2 Different source heights 816 

The mobile DOAS height, which is approximately 2 m from the ground to the telescope, is 817 

usually negligible in actual measurements. When the source is not very high, however, more 818 

gas will descend to the ground under the mobile DOAS telescope, where it cannot be meas-819 

ured. Here, we simulated the emission source at heights of 10 m, 20 m, 50 m, 100 m, and 200 820 

m. Since lower wind speeds will lead to gas quickly descending to the ground, we simulated a 821 

low wind speed of 3 m/s. The emission rate was set to 100 g/s. 822 

The lower the source height, the more gas will descend to the ground, resulting in changes 823 

to the undetectable flux. Figure 23 displays the undetectable flux of NOx and SO2 for the 824 
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wind speed of 3 m/s. From this figure we can see that obvious variations occur in the NOx 825 

and SO2 undetectable flux when close to the source. The undetectable flux variation may im-826 

pact the flux relative error. 827 

Figure 24 presents the flux relative error at different heights. These results show that the 828 

relative errors of NOx and SO2 exhibit little variation. This is because, compared to the flux 829 

error resulting from other main error sources, the undetectable flux variation with height is 830 

negligible. 831 

 832 
Figure 23. NOx and SO2 undetectable flux values at different source heights (Q = 100 g/s, u = 3 m/s). 833 

 834 
Figure 24. NOx and SO2 flux relative errors at different source heights (Q = 100 g/s, u = 3 m/s, s = 20 m). 835 

4.10.3 Uncertainties of the Gaussian dispersion model 836 

The Gaussian dispersion model was assumed in the forward model during our discussion of 837 

the emission flux error budget. The dispersion in actual measurements, however, depends on 838 

meteorological conditions and surrounding terrain. Also a non-Gaussian behavior of the 839 

plume and vertical wind shear might contribute to the total flux error. Thus, the results of this 840 

study should be seen as a lower limit of the total flux errors. In some cases, for NO2, also the 841 

stratospheric absorption might become important. However, this might only happen for very 842 

long measurement durations or for measurements at high SZA. Differences in the Gaussian 843 

dispersion model from reality could have resulted in a bias of the error budget presented in 844 
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this study from reality. The investigation of the detailed of the dispersion model is outside the 845 

scope of this investigation. 846 

5 Conclusions 847 

In this study, we used a Gaussian dispersion model to quantify the NOx and SO2 point 848 

source emission flux errors of mobile DOAS. 849 

We first established a forward model for the simulation. 850 

In the forward model, we modified the Gaussian dispersion model in order to make it ap-851 

propriate for the DOAS technique, i.e., the SO2 and NOx VCD dispersion model. The NOx 852 

VCD dispersion model also took NOx atmospheric chemical reactions into consideration. 853 

Second, we analyzed the simulation data, reaching the following conclusions: 854 

(1) The impact of sampling resolution on emission flux error is noticeable. Smaller resolu-855 

tion can lower the flux error. In terms of measurement efficiency, the sampling resolution 856 

should be moderate. Therefore, we recommended the proper sampling resolution to range 857 

from 5–50 m. Larger resolutions could also be applied, but > 100 m is not recommended. 858 

(2) Measuring distance significantly affects the flux measurement error. When far from the 859 

source, undetectable flux from the wind dispersion effect, which results in large errors, will be 860 

noticeable. When close to the emission source, a low number of sampling data leads to large 861 

flux errors. The proper measuring distance is not too far or too close to the source. Due to the 862 

complex situation, the proper distance is difficult to quantify. It should be noted that unde-863 

tectable flux is the error source which was not considered in (Johansson et al., 2008, 2009; 864 

Rivera et al., 2009, 2012; Ibrahim et al., 2010; Shaiganfar et al., 2011, 2017; Berg, et al.,2012; 865 

Walter, 2012 et al.; Wu et al., 2013, 2017; Frins et al., 2014; Merlaud et al., 2018). 866 

(3) The wind field influence could be classified into 2 parts: uncertainty and dispersion. 867 

Dispersion is more evident when far from the emission source; thus, undetectable flux is the 868 

main error source for both SO2 and NOx. When measuring close to the emission source, wind 869 

field uncertainty is the main error source of SO2 flux measurements, but not of NOx. For 870 

higher wind speeds, the dispersion effect is more distinct, thereby directly leading to more 871 

undetectable flux. We recommended a wind speed of 1–4 m/s for accurate mobile DOAS 872 
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measurements. 873 

(4) NO converts to NO2 upon exhaust from a stack and reaches the NOx steady-state within 874 

a few minutes. During this time period the [NOx]/[NO2] ratio decreases continuously with 875 

distance, resulting in a flux error due to [NOx]/[NO2] ratio correction. Our simulation indi-876 

cates that [NOx]/[NO2] ratio correction is the main error source when measuring very close to 877 

the emission source. To minimize the large [NOx]/[NO2] ratio correction error, we recom-878 

mended 2 max0.05NOr r  as the NOx steady-state. Therefore, the proper starting measurement 879 

distance for NOx could be determined, which we displayed in Figure 13. 880 

(5) The undetectable flux is sensitive to wind speeds and wind dispersion. 881 

(6) The AMF error is not the main error source for NOx; for SO2 it can only become im-882 

portant for measurements close to the source and for high wind speeds. 883 

(7) The gas absorption cross-section error might become the main error source when at low 884 

levels but in such conditions the absolute flux error is rather small. 885 

 (8) Repeating the measurements several times can only affect the measurable error source, 886 

and do not affect the unmeasurable. This causes the SO2 flux error to decrease when not very 887 

far from the emission source. As for NOx, increasing the number of measurement times could 888 

become effective when not very close to the source but not too far away. 889 

(9) Different integration times result in different fit errors and detection limits. For a pre-890 

scribed sampling resolution, relative error differences under different integration times are 891 

attributed to undetectable flux differences caused by the detection limit, especially for distant 892 

measurements. For a prescribed car speed, the sampling resolution effect is introduced. When 893 

measuring not very far from the emission source, the relative error differences are attributed 894 

to the sampling resolution effect from the first type of error source. Far from the source, the 895 

detection limit applies. 896 

(10) Other studies have indicated that emission rates < 30 g/s for NOx and < 50 g/s for SO2 897 

are not recommended in mobile DOAS measurements. The source height exerts an impact on 898 

the undetectable flux, but has little impact on the total error. 899 

The advantage of the method put forth in this study is that many scenarios can be simulated. 900 
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This simulation method was able to examine the error sources and influence factors affecting 901 

flux error in more detail. Also important is that the [NOx]/[NO2] ratio correction effect of flux 902 

measurement was clarified. 903 
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Appendix 1067 

1. NOx simulation results (relative error) 1068 
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  1072 
Figure 25. Relative errors (using Eq. 17) of NOx as a function of the measurement distance from the source 1073 

(x-axis) and the sampling resolution (y-axis). The different subfigures show the results for different wind 1074 

speeds and different emission rates. The color map indicates the relative errors.  1075 

2. SO2 simulation results (relative error) 1076 
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Figure 26. Relative error (using Eq. 16) of the distribution of SO2 for different wind fields of different 1081 

emission rates. The unit of all abscissas is the measurement distance from the source (km), while that 1082 

of the ordinate is the sampling resolution (m). The color map indicates the relative errors.  1083 
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