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Response to Reviewer #1 (RC1) 

We want to thank the reviewer for his/her valuable comments and suggestions that will help 

to improve the quality of the manuscript. 

 

Major comments: 5 

“The GRUAN product for the Vaisala RS92 temperature measurements was established 

using a predecessor of this new and improved radiation simulator. The GRUAN product for 

the Vaisala RS41 is based on the measurements using the current simulator. The authors 

did not mention this transition and how the radiation error correction based on these new 

measurements might compare to the radiation error correction measurements of the RS92 10 
using the older simulator. Ideally, the Vaisala RS92 would have been evaluated using 

SISTER as well, but given the complexity of these measurements, this may not have 

happened. Nevertheless, some estimation of the difference between the RS92 corrections 

using the older and the RS41 corrections using the newer simulator is needed to gauge what 

systematic error this new simulator might introduce in the measurements.”  15 

We agree that a comparison of the temperature radiation effect for the RS92 using the 

old and the new setup, together with a comparison of the RS41 results in the new setup, 

are necessary to evaluate the quality of the existing RS92 radiation correction derived in 

the old setup, as well as the performance of SISTER. Measurements with the RS92 in 

the new set- up have not been performed yet, mainly because of the urgency to develop 20 
a GRUAN data product for the RS41 after the near network-wide transition from RS92 to 

RS41 as operational radiosonde within GRUAN. The main focus of this paper is to 

present the SISTER setup and to describe the GRUAN radiation correction for the RS41 

derived from measurements with SISTER. An additional comparison with the RS92 

GRUAN data product is beyond the scope of this paper and would make it too long. A 25 
separate paper that includes an extensive comparison of the GRUAN data products for 

the RS41 and the RS92 is in preparation.  

The SISTER setup is inspired by the previous setup, with substantial improvements to 

overcome the limitations of the latter. The GRUAN radiation correction for the RS41 

relies on the analysis of an ensemble of radiation measurements, which includes, 30 
amongst others, the investigation of the influence of the sensor orientation. The 

assessment of differences between the radiation corrections derived from both setups, 

based on the comparison of a few measurements, seems not feasible due to the 

conceptual differences between SISTER and the old setup, and in the subsequent data 

analysis. 35 

 

"I disagree with the evaluation that the radiation correction based on SISTER is statistically 

consistent with that provided by Vaisala. While this is true for each individual profile, for the 

mean correction in a dataset of 154 sonde, the factor 1/sqrt(154) in Equation 20 should 

substantially reduce the uncertainty estimate for the entire data set and make it statistically 40 
different from that of Vaisala. 

While this is negligible for forecasting, this would be important for long term climate series. Of 

course, this does not answer which algorithm is correct; but, as the authors point out, the 

GRUAN approach is, at least, well documented and traceable, whereas that of Vaisala is 

not." 45 
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The uncertainty estimates in the GRUAN data product include correlated and 

uncorrelated components. The uncorrelated components are evaluated with Eq. 23, and 

do  indeed reduce by 1/sqrt(N). The correlated uncertainties on the other hand are 

evaluated with Eq. 24, and do not disappear with increasing N,see e.g. Immler (2010). 

The term “in agreement” means that the uncertainty of the difference is not smaller than 50 
the difference for a coverage factor of k=2. 

 

“Section 5 is probably very similar to what was done by Dirksen et al. (2014); however, there 

is no reference to that paper in this section. Dirksen et al. (2014) is mentioned in the 

introduction, but here it would be good to highlight, what the differences are to that paper, 55 
e.g. the treatment of the zenith angle near the horizon and maybe some other aspects.” 

In the RS92-GDP, the RTM streamer was for the first time used to simulate the 

radiation. The simulations were carried out in advance for a few individual cases or grid 

points and saved in a Look-Up Table (LUT). During the actual processing, only this LUT 

was used, and linear interpolation was performed between the grid points. No data from 60 
the actual radiosonde profile such as temperature and humidity were used. The surface 

albedo was estimated with constant values.  

In the current version for the RS41, there are substantial improvements with regard to 

the way how the RTM is used and connected with the processing. Key points are that 

the Streamer is integrated into the processing, i.e. radiation profiles are simulated by 65 
calling up the Streamer routines from within the processing in several runs for each 

individual sounding. The actual temperature and humidity profile is taken into account, 

as well as existing regionally and seasonally representative albedo information. The 

treatment of problematic solar zenith angles close to the horizon (Streamer assumes a 

flat surface) is significantly advanced. Also, the change of the "effective" horizon with the 70 
height of the sonde is taken into account.  

In the introduction of Section 5 we will mention Dirksen et al. (2014) and highlight the 

differences between that paper and the current approach. 

 

Minor comments: 75 

“Section 2.2: Can you make a statement how far the setup is from turbulent flow, i.e. is there 

anywhere in the parameter space a risk that the laminar flow will change to turbulent flow?” 

We cannot make a clear statement on this. The LDA data indicate that the axial 

component of the flow velocity exceeds the radial by an order of magnitude. We 

consider this to be sufficient indication that the in-flight flow conditions are reproduced 80 
well enough, and we assume that - under these conditions - a small amount of 

turbulence does not affect the measurement results. 

 

“Line 285: The pressure sensors in the RS41 radiosondes usually have an offset, that is 

compensated for during the ground check. Was a similar pressure correction done here? The 85 
offset correction may easily be in the range 0.5 to 1.5 hPa for an individual sonde and would 

affect the low pressure analysis.” 

A ground check with the RI41 unit was performed prior to the measurements. It is worth 

mentioning here that the correction of the pressure sensor as employed by Vaisala is a 
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scaling factor based on the pressure difference observed in the RI41 unit at surface 90 
pressure. Therefore, the error of the RS41’s pressure sensor scales with pressure, 

meaning that an uncorrected calibration error of the p-sensor is negligible below say 

20 hPa. 

 

“Section 2.3.6: I understand the argument how to simulate the diffuse radiation with direct 95 
radiation. However, there should be a geometric scaling factor, which expresses the 

difference between the two. I assume this is hidden in the flux of 527 Wm-2 that was used in 

this measurement. This scaling needs to be explained a little better.” 

There is no scaling factor applied. As stated in lines 379-380, the heating by diffuse 

radiation with a flux of 527 Wm-2 is identical to the heating caused by a perpendicular 100 
incident beam of the same flux. For the ‘diffuse’ experiments, the sensor boom was 

irradiated perpendicularly and without rotation of the sensor boom. This imitates the 

constant irradiation by diffuse light in soundings, which is independent of the actual 

orientation of the sonde (during a sounding, both sides of the boom are warmed equally 

by diffuse radiation). The value of 527 Wm-2 is arbitrarily selected (but similar to the 105 
level of diffuse radiation in the atmosphere) via the distance of the setup to the lamp. 

The measured ‘diffuse’ Delta T is linearly scaled before use as input for the radiation 

correction, equivalent to the ‘direct’ measurements. 

 

“Lines 376-384: It is not clear what is explained here. Is this another explanation for section 110 
2.3.6? Is the difference of the diffuse curves not an indication that the value of 527 Wm-2 is 

too large and that the geometric scaling factor should be something different? Please clarify.” 

Indeed, these lines refer to section 2.3.6. After linear scaling to a common reference 

irradiance, which makes the results from the different setups comparable, the ‘diffuse’ 

sensor warming should be larger than that from the ‘direct’ setups, because for the latter 115 
(at the same irradiance) the cosine effect takes effect due to sonde rotation and the non-

perpendicular incidence angles that simulate different sun elevations. Lines 379-381 are 

supposed to say that. 

 

"Line 350 and Equation 5: Is there any physical justification for the simple model? Why did 120 
the authors choose 1/sqrt(v) and 1/sqrt(p) in the polynomial? Isn’t the deviation from that 

model at low pressures an indication that it may not be the most suitable fit?" 

The intention of the curves in Fig. 12 is to demonstrate that Δ𝑇 roughly follows an 

inverse square root dependency on 𝑝 and 𝑣. The curves do not represent final results 

but are shown to motivate the use of a polynomial in 1/√𝑣 and 1/√𝑝 as fit model for the 125 

quantitative evaluation (Eq. 5). The physically evidenced motivation for this 1/√𝑣 and 

1/√𝑝 parameterisation is given in the following: 

The heat exchange coefficient ℎ describes the rate of convective cooling of the 

irradiated sensor. It can be parameterised using the Nusselt number 𝑁𝑢: 

ℎ(𝑁𝑢) = 𝑁𝑢 ⋅ 𝜆/𝑙 (definition of Nusselt number), with 𝑙 the object (sensor) dimension, 130 

and 𝜆 the thermal conductivity of air.  

𝑁𝑢 is estimated from Reynold’s number 𝑅𝑒 (see e.g. Luers (1990), for a cylinder in a 

laminar cross flow): 
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𝑁𝑢 = 0.184 + 0.324 ⋅ 𝑅𝑒0.5 + 0.291 ⋅ 𝑅𝑒(0.247+0.0407⋅𝑅𝑒
−0.168). 

The 𝑅𝑒0.5- term is essential here, the last term contributes significantly less. 135 

𝑅𝑒(𝑣, 𝑝) is defined as 

𝑅𝑒(𝑝, 𝑣) =
𝜈𝑙𝜌

𝜂
=

𝜈𝑙𝜌0

𝜂
⋅
𝑝

𝑝0
,  

with 𝑙 the object (sensor) dimension, 𝜆 the thermal conductivity of air, 𝜌0 and  𝑝0 the 

density and pressure of air at normal conditions, 𝜂 the dynamic viscosity. In a first 

approximation:  140 

ℎ(𝑁𝑢(𝑅𝑒))~𝑅𝑒0.5, and thus ℎ~𝑝0.5 and ℎ~𝑣0.5. 

It can be assumed that Δ𝑇 is inversely proportional to ℎ, i.e. the stronger the convective 

cooling of the sensor, the smaller the 𝑇-effect due to radiation. Therefore: 

Δ𝑇~1/(𝑝0.5𝑣0.5), 

which motivates our approach for the parameterisation of the 2D-fit. 145 

 

“Figures 4 and 13 are pretty to look at, but not very helpful in evaluating quantitative 

differences. I can’t tell exactly, where different data points belong. The left panel of Figure 13 

has the corresponding line plot in Figure 14, but Figure 4 and the right panel of Figure 13 do 

not. I would suggest replacing both with a suitable line plot.” 150 

Strictly speaking, x-y-plots of the measurement points cannot directly be created 

because the grid of pressure and ventilation settings is not always completely 

equidistant or regular. For this reason, the points in Fig. 12 e.g. are binned (see legend). 

The lines in Fig. 14 represent the measurement data in a ‘pre-evaluated’ form as curves 

based on the 2D-fits to the measurement points, linearly up-scaled to a common fixed 155 
irradiation value. Fig. 13 is thought to give a first qualitative overview over the general 

distribution of the raw Delta T as well as the estimated uncertainties over the p-v-space, 

whereas Fig. 14 gives a more quantitative example. Similar applies to Fig. 4. We prefer 

a few rather intuitive representations as a first impression at a glance over creating 

numerous plots for exact quantitative reading, which we think to have limited value for 160 
general understanding.  

 

“I could not follow the discussion of the uncertainty interpolation in lines 402-412. Please 

rewrite.”  

The paragraph will be modified to improve clarity. 165 

 

“The right panel of Figure 13 as line plot may be a big help in explaining what is happening 

here.” 

See reply to the second last point above 

 170 

“Lines 604ff: Vaisala uses a time lag correction for the temperature, GRUAN does not. At 

Lindenberg this seems to be justified. However, at tropical stations, which have a strong 
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temperature gradient also in the stratosphere, this may have a stronger effect. Have you 

looked at that? Does the Lindenberg result still hold in the tropics?” 

This paper solely focuses on the characterisation and correction of the radiation error of 175 
the temperature sensor, therefore we did not perform independent measurements of the 

time-lag for the RS41 temperature sensor. According to the specifications provided by 

Vaisala, the time lag of the T-sensor is 0.5 s at 1000 hPa, and although it will increase at 

lower pressures, it still will be a challenge to accurately determine the lag in our 

laboratory setups, considering the 1s-sampling by the radiosonde. Therefore, a 180 
correction for the time lag of the temperature sensor is not implemented in the GRUAN 

data processing for the RS41. A time lag correction based on the value provided by 

Vaisala has not been considered yet. 

The comparison of the night time temperature profiles in Figure 20 do indeed show no 

differences in the stratosphere over Lindenberg that can be attributed to the time lag of 185 
the temperature sensor, which is consistent with the absence of significant temperature 

gradients in the local stratosphere. A preliminary analysis of profiles from tropical sites 

indicate that for these sites time lag-related differences are visible in the stratosphere, 

but that the magnitude is smaller than in the troposphere. 

  190 

Technical comments: 

Line 18: Comparisons 

will be changed as suggested 

Line 27: Delete “for example” 

will be deleted as suggested 195 

Line 54: Change “reduces” to “decreases” 

will be changed as suggested 

Line 55: delete “the decreasing” 

will be changed as suggested 

Line 75: “... by direct ...” 200 

will be changed as suggested 

Line 77: change “caused by” to “due to” 

will be changed as suggested 

Line 83: “Following the GRUAN ...” 

will be changed as suggested 205 

Line 87: “... radiative flux ...” 

We prefer to keep the phrase ‘actinic flux’, since it is the absorption of the actinic flux 

(the spherically integrated radiation flux in the earth's atmosphere that originates from 

the sun, including the direct beam and any scattered components) that causes the 

heating of the temperature sensor. 210 

Line 88: Change “By lack ...” to “Due to the lack ...” 



6 
 

will be changed as suggested 

Line 90: Change “... solar position ...” to “... position of the sun ...” 

will be changed as suggested 

Line 94: “... applied to the ...” 215 

‘Applied’ will be replaced by ‘employed’. With this sentence we want to express that the 

complete GRUAN approach (starting at line 83: laboratory characterisation, 

parameterisation of the radiation error, estimation of the radiation profile, correction) is 

employed in the process of developing the GRUAN data product, and that not only 

certain aspects were used in the GRUAN data processing for the RS92.  220 

Line 103: “the Lindenberg Observatory ...” 

will be changed as suggested 

Line 104: change “ ... of the SISTER ...” to “ ... of SISTER ...” 

will be changed as suggested 

Line 105: “... an unfolded ...” 225 

will be changed as suggested 

Line 106/107: change “together with” to “and” 

will be changed as suggested  

Line 108: “... and includes ...” 

Will be changed as suggested 230 

Line 121: LDA has not yet been spelled out 

We will insert ‘Laser Doppler Anemometry’ before using the abbreviation LDA 

Line 140: change “one of the middle legs” to “one leg” 

will be changed as suggested 

Line 140: Does 180 mm refer to the diameter of a round tube or the width of a rectangular 235 
tube. Figure 1 and the description are a little fuzzy on this point. 

180 mm is the diameter of the cylindrical quartz tube. The metal casing that is visible in 

Fig. 2 is a safety cover. We will add a sentence clarifying this. 

Line 141: Change to “... is mounted. To generate a radially uniform flow a rectifier ...” 

Will be changed as suggested. A sentence mentioning the strainers for suppression of 240 
turbulence is added. 

Line 150: change “radiosonde’s casing” to “housing of the radiosonde electronics” 

Will be changed as suggested 

Line 153: I can’t really see the threads in the Figures. Maybe just remove the reference to 

Figure 1 and 2. 245 

References to Figures will be repositioned within the sentence. 

Line 166: “... an RS41 ...” 
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Will be changed as suggested 

Line 168: delete “which is” 

Will be changed as suggested 250 

Line 172: delete “generally speaking” 

Will be changed as suggested 

Line 174: “flow velocity profiles” 

‘velocity’ will be inserted 

Line 180: delete “which is” 255 

Will be changed as suggested 

Line 180: How did you extrapolate to pressures below 20 hPa? 

The extrapolation is provided with the fit in Eq. (1). We estimate the 1-sigma uncertainty 

of the ventilation speed to be 0.5 m/s as a constant value. The deviations of the 

measured data points from the fit (Fig. 4) are well within that limit, and we assume that 260 
the limit also covers uncertainties connected to the extrapolation to the pressure range 

below 20 hPa.  

Line 206: The lamp flux decreases with distance, not the lamp output. 

Will be changed as suggested 

Line 210: Units should probably be Wm-2 265 

The units in Eq. (2) are Wm-2 for the flux I(r), and as stated in the text, W for the fit 

parameter P0, and m for the distance r and the other fit parameter r0. 

Line 238: “... sensor boom ...” 

Will be changed as suggested 

Line 258: “ ... typically for ...”  270 

Will be changed as suggested 

Line 260: Delete “again”  

Will be deleted 

Line 266: Delete “that are” 

Will be deleted 275 

Line 268: change “for various” to “at different” 

Will be changed as suggested 

Line 272: Just a comment: It might have been good to replace the incidence angle of 20 deg 

with 75 deg. 

We agree that this would be preferable. However it was not possible to perform  280 
measurements for incidence angles between 60° and 89° due to limited space on the 

optical bench when turning the setup in front of the fixed lamp to set the angle.  
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The measurements at 90° incidence were performed in a special configuration of the 

setup, as described in the manuscript. 

Line 294: delete “rapid” 285 

Will be deleted  

Line 296: delete “Temporal” 

Will be deleted  

Line 300: delete “temporally-consistent” 

Will be deleted 290 

Line 325: spaces before and after “and” 

Will be corrected 

Line 326: “temperature, “ 

Will be corrected 

Line 346: delete “also in a complex way”; change “turbulence conditions” to “turbulent flow”; 295 
change “are” to “is” 

Will be modified as suggested 

Line 350: Delete “It is found that” 

Will be deleted 

Line 358: change “monotonous” to “monotonic” 300 

Will be changed 

Line 365 ff: better “The fits were created for all of the six incident angles, i.e. for 0 deg, 20 

deg, 40 deg, 59 deg, zenith and diffuse. The two zenith and the two diffuse radiation 

configurations were averaged as explained in Sect. 2.3.5 and 2.3.6” 

Sentences will be rephrased. We prefer to say that we have five incidence angles and a 305 
diffuse configuration. The assignment of an angle for the simulation of diffuse radiation 

may be somewhat counterintuitive, although in practice direct radiation at a specific 

angle was used. The sentence will be modified in that sense. 

Line 367f: Delete sentence “The parameterization ...”. The reference is from that section to 

Eq 5. 310 

Will be deleted as suggested 

Line 369: Hasn’t the normalization to a constant irradiation not already been done? Why 

mention this here? 

Up to this point, the normalisation is not yet done. Coefficients according to the 

parameterisation with Eq. (5) are determined individually for the measurement results 315 
from the different illumination configurations (with individual irradiances). Linear scaling 

(‘normalisation’) to a common arbitrary irradiance is then used for each of them to 

enable direct comparison of the measurement results. Such a comparison is 

demonstrated in Fig. 14. The caption of Fig. 14 as well as the sentence around line 370 

will be modified for better understanding. 320 
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Line 386: change “leaps” to “steps” 

Will be changed as suggested 

Line 397: Delete, this seems to be a repeat of the previous explanation. 

From the right panel in Fig. 12 and using the slopes of the curves one can read that the 

uncertainty of the ventilation (0.5 m/s) - translated into an uncertainty component for 325 
Delta T -  dominates the other components, which might not be obvious from the list with 

the four points. The sentence should point this out. We will change ‘Ventilation speed...’ 

in line 397 to ‘The uncertainty of ventilation speed …’. 

Line 400: What is “plus another component”? Do you refer to the factor 1/(2 * SQRT(3))? If 

so, you could reference GUM and point out that the value lies with equal probability 330 
somewhere in that range. 

The sentence will be rephrased. 

Line 415: A set of lines plot would be better to show this difference. 

See earlier replies 

Lines 433 and 446: Change “on” to “onto” 335 

Will be corrected 

Line 454: change “augmented” to “influenced” 

Will be changed as suggested 

Equation 7: change “=” to “≈” 

Will be changed. 340 

Line 541: “The apparent discontinuities ...” 

‘apparent ‘ will be inserted. 

Lines 545ff: Gravity waves can happen anywhere above the tropopause, i.e. also below 25 

km. The question is, shouldn’t you use a form of theoretical rise rate instead of the measured 

to avoid biasing the temperature profile? You discuss this in the Summary and Conclusions, 345 
without actually reaching a conclusion. Maybe delete this short discussion here and add a 

sentence or two in the Summary. 

The altitude of 25 km is not meant as a general statement on the occurrence of gravity 

waves, but refers to the specific case that is displayed in Fig. 18. We will adjust the text 

accordingly to reflect this. In the Summary and Conclusions we discuss this issue 350 
because it needs to be addressed and improved in a future version of the data 

processing. A potential way of solving this is, as indicated, applying the method by 

Wang et al. 

Line 554: Why did you only use 154 profiles and not years’ worth of profiles (several 

thousand?) 355 

The GRUAN data processing for the RS41 radiosonde, in which the radiation correction 

presented in this paper is implemented, has just been completed and the data product 

will be officially released soon. The processing of the existing GRUAN data archive for 

RS41 soundings is ongoing, which will take some time. A more detailed statistical 

analysis, taking into account more profiles, but also differentiating by e.g. climate zone 360 
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and season, will be the subject of a separate study and paper. The presented analysis 

for 154 soundings is intended to give a first general impression on the magnitude and 

variability for one site.  

Figure 20: The right panels seems to have squeezed vertical axis labels. 

The left and the right panels have a common vertical axis, therefore the axis labels are 365 
omitted in the right panels. We will make the size of the ticks in the left and the right 

panels identical. 

Line 623: “... and the ventilation speed ...” 

‘the’ will be inserted 

Line 635: Delete: “Fig 13. shows that” 370 

Deleted as suggested 

Lines 654ff: Wouldn’t a cloud model based on radiosonde RH still beat the dumb statistical 

assumption in most cases? 

We have not tried to assess whether the inclusion of the RH profile from the radiosonde 

data would on average result in a more representative cloud estimate. This is difficult to 375 
evaluate without comparing with information from other methods (such as satellites etc.). 

It seems especially difficult to estimate the uncertainties that are connected to such an 

approach, which are not necessarily smaller, but more properly defined when using the 

mean of two ‘extreme’ scenarios as in this study.  

Line 674: Delete “Fig. 11 shows that” 380 

Will be deleted as suggested 


