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Response to the Reviewer’s Comments

We thank the three reviewers for their positive comments, critical assessment, and useful points to improve the quality of

our paper. In the following, we address their concerns point by point. Changes in the paper are shown in blue.

Reviewer 1

General comments5

Reviewer Point P 1.1 — I recommend swapping th phrase ‘tracer release’ for something more appropriate such as

‘controlled release’, especially in the title. So-called tracer techniques rely on the concurrent measurement of the target

gas (in this case methane), and a tracer gas, and are generally referred to as tracer ratio, tracer dispersion or tracer

release methods in the literature (see e.g. Mønster et al., 2014; Yacovitch et al., 2017, and various references in the

authors’ own introduction) . Such an experiment, involving a tracer gas, was not performed here. Validation of plume10

mapping and flux methodology using a source with a known emission rate (as done in this work) is usually referred to as

a controlled release experiment (see e.g. Thorpe et al., 2016; Heltzel et al., 2020; Shah et al., 2020).

Reply: We agree with the reviewer and changed all the existing ’tracer release’ to "controlled release’, including the title

of the publication.

A controlled release experiment to investigate uncertainties in UAV-based emission quantification for methane15

point sources

Reviewer Point P 1.2 — Drone and UAV are used interchangeably throughout the text. It should be made more clear,

somewhere early on, that the two refer to the same thing and one term (probably UAV) used consistently.

Reply: Changed as suggested

Reviewer Point P 1.3 — Figure text is often very difficult to read without considerably zooming in. All figure text needs20

to be much larger.
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Reply: All figures are replotted and all font sizes are changed accordingly.

Reviewer Point P 1.4 — Calibration of the three instruments, with respect to measurements of methane, is not men-

tioned at all in the text. Was calibration to a methane standard (World Meteorological Organization) performed at all,

and if so what was the calibration procedure? If no calibration was performed, this throws the validity of the results into25

question.

Reply: This is an important point. We added descriptions of the calibration for the three instruments in their respective

sections.

1. Sect. 2.1: QCLAS

The instrument’s precision, linearity, and calibration were described in detail elsewhere (Tuzson et al.,30

2020). Briefly, the instrument was calibrated by inserting it into a custom-built small volume (60 L) climate

chamber. This chamber was then hermetically sealed and continuously purged with a certified calibration

gas with high CH4 concentration (200 ppm ± 1%; PanGas, Switzerland). Furtheremore, the gas was

dynamically diluted with dry nitrogen (N2) in a stepwise fashion using calibrated mass flow controllers.

The overall uncertainty was estimated to be ±2%. Repeated experiments showed that the instrument35

preserves its linearity and only a marginal drift may appear in the offset. This, however, is fully accounted

for, when applying the background CH4 subtraction step (see Sect. 4.4).

2. Sect. 2.2: Active AirCore-CRDS:

A single-point calibration was used to correct the potential drift of the CRDS measurements. Measured

methane mole fraction obtained using the AirCore system was linked to a known calibration standard40

that is traceable to the WMO X2004A CH4 scale (Vinkovic et al., in review )

3. Sect. 4.2:LI-COR-OTM-33A

The analyzer was calibrated before and after each measurement on the field and can be linked to at least

two certified standards: the atmospheric CH4 value (2 ppm ± 5%), 5 ppm standard (5.05 ppm ± 5%),

and a 25 ppm tank (24.98 ppm ± 5%).45

Reviewer Point P 1.5 — The OTM-33A method usually uses instrumented vehicles and mobile sampling to quantify a

flux, although examples do exist in the literature of stationary measurements (see e.g. Foster-Wittig et al., 2015; Shaw

et al., 2020). Could the authors’ comment on the possibility of applying the mobile OTM-33A method to the UAV-based

measurements (has this possibility been explored)?

Reply: We have tested the OTM-33A approach on several drone flights during the ROMEO campaign (Röckmann50

and team, 2020). The general method suggests the anemometer to be placed in the same height and location as the
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analyzer. As explained in P1.8, we tried to mount an anemometer (TriSonic Mini, Anemoment) on top of the drone but

failed to isolate the wind data. Moreover, due to the limited flight time of the UAV, we could not fly the drone long enough

to be able to obtain sufficient data necessary to provide an emission flux using the OTM-33A approach.

Reviewer Point P 1.6 — The plots appear to show CH4 mole fractions of 0 ppm (Figure 3 and 5). Unless these plots are55

actually showing ∆CH4 (CH4 – background), this is impossible. The tropospheric background mole fraction of methane

is roughly 1.9 ppm (Lan et al., 2021). Could the authors explain these results?

Reply: All reported CH4 measurements in the manuscript are already above the background. We have adapted the figure

text into ’CH4 - CH4bg [ppm]’ for easier comprehension. We added a paragraph discussing the background methane mole

fractions as a response for P 1.16.60

Reviewer Point P 1.7 — Abbreviations for the six methods (CK, OK, PW, LW and combinations thereof) are used

inconsistently. It would be useful to the reader for them to be introduced more distinctly in the methods section and then

used consistently throughout the results and in figures/tables.

Reply: We added a few sentences in Sect. 5 to establish the six methods and their corresponding abbreviation.

... A total of six quantification approaches were applied to all flights and evaluated for their ability to reproduce65

the true releases. These approaches arise from the combination of two different treatments of methane

measurements and three different treatments of wind measurements. The treatments involved in mapping

the discrete methane points into the measurement plane are the standard ordinary kriging (OK) and the

cluster-based kriging (CK) interpolation schemes. The three different ways of estimating wind-speeds during

each quantification flight involves the scalar wind (SW), logarithmic wind (LW), and projected wind (PW) as70

discussed in Sect. 4.

Reviewer Point P 1.8 — Did the authors consider measuring wind speed and wind direction in-situ from the drone by

attaching an anemometer? Concerning wind speed estimation/interpolation, would there be any improvement using a

combination of methods two and three (LW and PW)? Further, in Section 4.3, I would recommend definitively stating the

abbreviated definitions used to refer to the three approaches later in the text (for example “Proj. wind” Table 2, or “PW”75

later).

Reply: Prior to the controlled-release experiment, we tried to mount an anemometer (TriSonic Mini, Anemoment) on top

of the drone to test whether wind measurements obtained from this set-up is a viable quantification approach. However,

our tests suggested that wind measurements obtained this way are too noisy due to the interference from the UAV, and

we were not able to isolate the wind data. Regarding the combination of two different methods, the emission estimates80

between the two methods are very close to each another, especially between the PW and LW, thus we don’t expect a

significant improvement by using a combination.
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Reviewer Point P 1.9 — How representative is the range of controlled release rates used here (0.2 – 0.7 g s−1) of true

emissions from oil and gas facilities, or other methane sources? I would expect real emissions to have a much greater

range, and that the release rates used are at the lower end of that range. Are the authors’ conclusions (for example, on85

wind speed, wind direction, and distance from plume limits) therefore only applicable to the controlled release rates used

in this work, or are they equally applicable to emissions tens, or hundreds, of times stronger? If this is not the case, then

the conclusions should be caveated by stating that these results are for a limited range of emission strengths.

Reply: A recent study by Omara et al. (2018) investigated over a thousand natural gas production sites in the US. In

their study, 85% of the sites belonged to a low- to mid-level natural gas production site category with emissions in the90

range of 0.13 – 0.58 g s−1 site−1. Although emissions per site are quite low, the sheer number of low–mid-level production

sites accounted for almost two-thirds (63% [CI:45–83%]) of the CH4 budget in the US. "Super-emitters", producing an

average of 2.31 g s−1 site−1, only accounted for 13% [CI:7-21%] of the total CH4 budget. Thus, we consider our results to

be representative for the quantification of emissions from low–mid-level oil and gas wells. We have added this information

in Sect. 3: Control Release Experiment to put in context the chosen release rates during the experiment:95

The release rates used in this study are a good representation of emissions from normal operating (i.e.,

excluding super-emitters) natural gas production sites in the US which produces 0.13–0.58 g s−1 (Omara

et al., 2018).

Specific comments

Reviewer Point P 1.10 — L13: It is not clear to me what “stretched by 7 s and 0.06 seconds for every second of QCLAS100

measurement, respectively” is referring to here. This phenomenon is better explained in Section 5.3 and the authors

should consider amending the abstract text to avoid confusion.

Reply: We have revised the abstract which now reads:

...smoothed by 20 s and had an average time lag of 7 s. AirCore measurements were also shifted linearly with

time at an average rate of 0.06 s for every second of QCLAS measurement.105

Reviewer Point P 1.11 — L105: For comparison, it would be useful to include the instrument measurement precision

for the Picarro CRDS (as mentioned for the QCLAS system on L83).

Reply: We modified the text accordingly and added a sentence.

The precision (1σ,0.25 Hz) of the CRDS was determined to be better than 0.7 ppb.
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Reviewer Point P 1.12 — L129: Could “not too strong winds” be quantified here e.g. greater than X m s-1? I also110

assume this was due to the limitations of the UAV system used? Explaining the reason behind this limitation would be

useful for guiding others.

Reply: We modified the sentence as follows:

... ,i.e. days with no precipitation and a sufficiently large wind speed but smaller but not more than 8 m s−1

which is the maximum value given by the UAV flight specifications.115

Reviewer Point P 1.13 — Figure 3

1. The wind rose is exceptionally small and doesn’t add much information to the figure in its current form. The wind

rose might be better viewed in a separate panel, adjacent to the top-down view of the CH4 data. The wind rose is

also not mentioned in the figure caption.

2. Is the orange line showing the source-transect distance? This is not clear and should be made clear in the figure120

caption.

3. The figure may benefit from an additional arrow illustrating the average wind direction for this flight (which ties in

with the wind rose).

Reply: Figure 3 has been replotted.

1. The wind rose has been placed adjacent of the top-down CH4 data and caption was revised to include windrose125

2. Yes, the orange line is the source-transect distance. Now, it is explicitly mentioned in the caption.

3. From the wind rose, one can infer the average wind speed and direction for this flight.

Reviewer Point P 1.14 — L195: As for the Picarro instrument, it would be useful to include instrument characterisation

(measurement precision etc.) here for the Li-COR instrument.

Reply: We have added some specifications of the instruments and added it on Sect. 4.2130

The CH4 analyzer has a portable footprint (12 kg, 51×33×18 cm3) and can measure methane mole frac-

tions up to 50.0 ppm. It operates between -25 and 45°C and can reach a precision (1σ) of 0.6 ppb at 1 s and

0.25 ppb at 5 s averaging time.

Reviewer Point P 1.15 — L219: Extra “to” in “matching the timestamp of the anemometer to the to GPS location”.
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Reply: Correction applied.135

Reviewer Point P 1.16 — L230: For clarification, were background CH4 mole fractions measured upwind of the emission

source, or from either side of the emission plume? It might be useful to present the measured background mole fraction

value(s) and uncertainty somewhere.

Reply: Background CH4 mole fractions were measured on either side of the emission plume. A discussion of measured

background mole fraction was added and is now discussed in Sect. 4.4.140

Background CH4 mole fractions were determined from measurements outside of the emission plume. Each

sampled vertical height was extended to pass both sides of the plume to ensure sampling of local background

values. Local variation of measured background values were corrected by using the Robust Extraction Base-

line Signal (REBS) algorithm developed by Ruckstuhl et al. (2012). Average CH4 background mole fraction

during the whole release experiment was determined at 2.09 ± 0.19 ppm. Take-off and landing times of the145

UAV were noted and all data before and after the flight were removed.

Reviewer Point P 1.17 — L237: Missing the word “to” between “due” and “the”.

Reply: Correction applied.

Reviewer Point P 1.18 — L271: Two identical references on this line - Tadić et al. (2015)

Reply: We corrected the identical reference.150

Reviewer Point P 1.19 — L285: Missing the word “one” between “only” and “cluster”.

Reply: Change as suggested.

Reviewer Point P 1.20 — Figure 5

1. Could the caption include which instrument was used for the methane measurements shown?

2. The amount of panels here makes readability particularly difficult. I would recommend splitting into two separate155

figures: Fig. 5a as a single figure, and Fig. 5b, 5c, and 5d as a single figure. It may also be useful to have a direct

side-by-side comparison of actual in situ measured CH4 (showing sparse spatial distribution on the vertical plane)

alongside the ‘predicted measured’ Krigged CH4.

3. Fig. 5b: As in general comments above, here CH4 mole fraction is in a range of -0.06 to +0.06 ppm. These values

are impossible (especially the negative values) in the troposphere. Could the authors explain these results?160
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Reply: As suggested, we split Figure 5 into two separate figures.

1. Measurements were taken using the in-situ UAV-based QCLAS and this information was added in the caption of

Figure 5.

2. Figure 5 has been divided into two separate figures as suggested by the reviewer. A side-by-side comparison of

measurements vs. predicted measured methane mole fraction is now shown in Fig. 6B and 6C.165

3. As mentioned, all CH4 reported in the manuscript are already above the background. The background values are

discussed in Sect. 4.4

Reviewer Point P 1.21 — I would recommend moving equations 17 through 23 (and surrounding text) to a relevant

section(s) in the methods section, as this is more Methodology than Results.

Reply: We moved subsection 5.1 into subsection 4.6: Method - Example of quantification procedure170

Reviewer Point P 1.22 — Table 2

1. This table is difficult to read due to the sheer amount of values. The information is much better visualised in a plot

such as Figure 6. I would consider moving the full table to the Supplement, and only including the overall results

(NMAE, Bias, RMSE) for all six methods in the main manuscript.

2. Abbreviations for the six methods (e.g. CKPW) are used throughout the text but not in this table.175

Reply:

1. As suggested, we moved Table 2 in the supplement and only kept the overall results of the six quantification

methods. We rewrote L387-388 to properly account for the changes in referencing the table:

The overall performance of each quantification approach is presented in Table 2 and estimated emission

rates together with the true release rates for every individual flight are presented in Table S1.180

2. The abbreviations for the six methods are included in the header of the table.

Reviewer Point P 1.23 — Figure 8: The caption should probably mention that these are residuals in flux estimates.

Reply: Changed as suggested.

Reviewer Point P 1.24 — Section 5.2.2: Could this section refer to Figure 8 as well, and the comparison of different

meteorological regimes?185
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Reply: As suggested by Reviewer 2, we added a caption in figure 8 mentioning that optimal conditions and suboptimal

conditions are defined in Section 5.1.2

Reviewer Point P 1.25 — Table 4: Would it be useful to present the NMAE, bias, and RMSE in this table, as done in

comparisons of the AirCore with the QCLAS results (Table 3), and for the comparison of the six drone-based methods

(Table 2)?190

Reply: We have added the statistics in Table 4.

Reviewer Point P 1.26 — The link in the reference for US EPA 2014 goes to a page which states that “Emissions

Measurement Center has Moved” – the link might need to be corrected.

Reply: The citation and the link have been updated.

Reviewer Point P 1.27 — Figure S6: Would it be worth showing the plume constructed from the QCLAS data too, for195

comparison?

Reply: The constructed methane plume for the QCLAS data is similar to the one shown in Fig. 6. Nevertheless, we

added the constructed QCLAS methane plume in Fig. S6 to aid the comparison the difference between the two systems.

Reviewer 2

General comments200

Reviewer Point P 2.1 — The Introduction/references, scope of work, and scientific approach of the work are good.

Some issues I found already mentioned by Reviewer 1 include finding L13 of the abstract confusing about the stretching

by 0.06 seconds, wondering whether the methane data in all the plots are already background-subtracted, and suggesting

improvements to the general readability of figures (other than Fig 1).

Regarding the novel cluster kriging approach adapted here, the paper cited by van Stein et al. (2020) concluded the205

method is designed to ‘reduce the time and space complexity of the kriging method’. While dividing into elevated and

background clusters makes sense, I do wonder how the above statement fits in. Specifically, if the difference between

cluster kriging and ordinary kriging shown here has less to do with the theoretical basis of the method, and more a

difference in the parameters used given that Fig 5d on left has a significantly different appearance (length scale or search

radius?) than that of Fig 5c. Please explain. In general, while the math is presented if Section 4.5.2, I think some of the210

more practical details could be mentioned. Does the cluster kriging python package mentioned in the code availability

statement also perform ordinary kriging, or that comes from elsewhere? Maybe add an example of the semivariogram or

kriging parameters in the supplement to better illustrate the method?
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Reply: We have revised the abstract to reduce the ambiguity in the text. All reported CH4 mole fractions in the plots

are enhancements above a background and we changed the labels of the plots to clarify this. Additional information on215

how background measurements were identified were added in Sect. 4.4. All plots were redone to improve readability and

Fig. 5 was divided into two plots to reduce the amount of information in one single figure.

The average runtime to reconstruct the methane plume using the cluster kriging approach was around 150 s on a single

core Intel Xeon W-2175 CPU @ 2.5 GH for 80x20 m2 grid at a 0.5 mx0.5 m resolution, while it took around 270 s to do the

same using ordinary kriging—supporting the statetment of van Stein et al. (2020) on time-reduction. We agree, however,220

that the main motivation for applying the method was to account for the structural differences between the background field

and the plume enhancements rather than computational aspects. The code also performs ordinary kriging. Regarding the

significant difference between the cluster kriging vs ordinary kriging, the advantage of using the cluster kriging approach

is the presence of the membership probabilities of the background and the elevated clusters. We have added Fig. S7

in the supplementary material illustrating the difference between cluster and ordinary kriging. The figure presents the225

reconstructed emission plume using ordinary kriging with length scales similar to that of the cluster kriging approach. It

shows that the absence of membership probability of the background and elevated cluster in the ordinary kriging tends to

produce noisier emission fields resulting in a 10% decrease in emission flux estimate.

Specific comments

Reviewer Point P 2.2 — L27: Gurney et al. (2021) in Nature Communications is likely the wrong reference here. That230

paper is focused on FFCO2 from cities, not CH4 from oil and gas.

Reply: We have changed the reference and cited Alvarez et al. (2018); Omara et al. (2018); Zhang et al. (2020) for the

text.

Reviewer Point P 2.3 — L48-50: Shaw et al. (2021) and / or Hollenbeck et al. (2021) could be also considered adding

here, as they are recent reviews on the subject of UAV methane quantification.235

Reply: These are indeed relevant new publications, which are now cited in the manuscript.

Reviewer Point P 2.4 — L114: ‘capturing raw streams’ – This is perhaps too vague. I think it is not so much a raw

stream as a different stream (the carrier phase).

Reply: We edited the text to be more specific

... by capturing measurements of carrier phase signals from the GPS satellites ...240

Reviewer Point P 2.5 — Figure 2
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1. The 14 on the x-axis tick labels is unneeded (see presumably matplotlib.dates.DateFormatter)

2. Isn’t 0 AGL [m] defined as the takeoff altitude for UAV-GPS by the Matrice? Also, are takeoff and landing locations

here different or the same?

3. The pressure altitude is impressively consistent comparing against RTK altitude. The spikes seen in the bottom245

panel of Figure (2) could be a little misleading since they appear to be caused simply by small differences in timing

relative to the RTK during ascent and descent where altitude is changing quickly.

4. caption – the meaning of subscript m in bottom panel legend could be mentioned (slope from linear regression).

They must also have some impact on the pressure altitude drift estimate unless robust regression was used

Reply:250

1. Figure 2 has been replotted to remove the day "14". Labels have also been made bigger for better readability.

2. The 0 AGL [m] is defined as the takeoff altitude of the RTK-GPS. The takeoff and landing locations are not exactly

at the same point but location of the two points is ∼ 2 m radius of each other.

3. To have a better representation of how the pressure altitude and UAV altitude differs from the RTK altitude, we have

removed the data points related to the sudden ascent and descent of the UAV.255

4. The caption text was adapted and we added a sentence at the end:

Dashed blue and orange lines are fits representing a linear regression with the subscript m referring to the

slope of the line.

Reviewer Point P 2.6 — L144: Later, the make/model of 3D sonic anemometer is mentioned (uSonic-3 Scientific). What

was the type of 2.5D anemometer?260

Reply: The 2.5D anemometer is a TriSonic Mini from Anemoment. We have included the make and manufacturer of the

2.5D in the manuscript.

Reviewer Point P 2.7 — Table 1 stability here is presumably based on equation from L215, not the Pasquill stability

classes, which are also mentioned (L180)

Reply: Stability classes listed in Table 1 were indeed not determined according to Pasquill but by computing the turbu-265

lence parameters such as the Obukhov length and friction velocity. The Pasquill stability (PS) classes mentioned in L180

is a note to specify that the quantification procedure of OTM-33A was developed using the PS wind classes. We added

this information in Sect. 3.
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Stability classes listed in Table 1 were determined by calculating a dimensionless height, ζ = z/L, where z is

the height of wind measurement and L is the Obukhov length. The dimensionless height is used as a stability270

parameter where ζ < 0 indicates unstable, ζ > 0 unstable, and ζ = 0 for neutral conditions.

Reviewer Point P 2.8 — L250: It’s a little unclear if the 3S algorithm is new to this manuscript, or if it is presented in the

two manuscripts cited on L247 that are in preparation / review. With being able to read those, the writing here is a is a

little hard to follow. A simple 1D Gaussian smoothing function need only have one parameter – a standard deviation. How

does F(x,b) accommodate three parameters?275

Reply: The 3S algorithm is not written in the two manuscripts that are in preparation and review. Thus, we have revised

and added some clarifying text in the section.

We approximate the active AirCore measurement as, y, defined as

y = f(x,b) + e (1)

where f is a model function that fits the high-resolution QCLAS and projects it onto the low-resolution AirCore280

measurement. The model function consists of x which is the independent variable where the QCLAS is

measured (i.e., timescale) and the fit parameters b containing three elements describing the shift, stretch,

and smoothing (i.e., 3S) of the AirCore. The error e represents the instrument’s error as well as the error from

the model function. We used a 1st-order Lagrange polynomial interpolation and applied a Gaussian filter with

an initial width (1σ) of 10 s to parametrize the shift, stretch, and smoothing of the AirCore. Starting with an285

arbitrary initial guess, the optimal parameters b̂ was determined using a nonlinear least squares fit solved

iteratively using the Gauss-Newton method.

Reviewer Point P 2.9 — Figure 4

1. Legend : ‘Stretch’ is written twice. Is one of them supposed to be shift? Also, the 0.06 s/s stretching is mentioned

in abstract, but the other two numbers (12.81 and 17.90) are different?290

2. Frankly, the algorithm mainly just seems to correct for the shift, also called time lag by some other authors. Are the

other two parameters really helpful?

Reply: Figure 4 was redone to correct the legend

1. The numbers written in Fig. 4 are specific for that quantification flight. We derived the shift, stretch, and smoothing

parameters for every individual flight where the QCLAS and the AirCore were present and took the average. The295

values written in the abstract are the average values.
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Figure 1. Reconstructed methane plume for flight 312_03. The figure on the upper left shows a reconstructed plume from the QCLAS

measurements using the cluster-based kriging approach. The figure on the upper right is the reconstructed plume without applying a

proper time correction (i.e., no shift and no stretch) for AirCore measurements, whereas, the figure on the bottom left is a reconstructed

plume obtained after applying the proper time correction (i.e., with both shift and stretch). The figure on the lower right is a reconstructed

plume but only applying the time-lag and excluding the stretch (i.e., with shift and no stretch). By not accounting the stretch parameter,

the methane plume split into two spatially.

2. We think that all three parameters are essential: The signal of the AirCore is smoothed out considerably due to

mixing in the sampling tubes. Furthermore, the time of the AirCore measurement can only be indirectly determined,

and our results showed that the time is not only be shifted by a constant value ("shift") but that the time lag may

change over the duration of the flight ("stretch"). A reconstructed plume without using the stretch parameter for300

flight 312_03 is shown in the figure below.

Reviewer Point P 2.10 — L361 16.04 kg should be g for the molar mass of methane

Reply: Correction applied
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Reviewer Point P 2.11 — Table 2: In footnote about optimal conditions, suggest mentioning they are defined in Section

5.2.2305

Reply: We added this information in the caption, but we moved the full table to the supplement and only retained a

summary of the results as suggested by Reviewer 1.

Reviewer Point P 2.12 — Table 5: Suggest putting ‘This study’ (or similar) in the column next to Airborne CKPW mass-

balance. Or somehow clarify, since the studies mentioned here - Golston et al. (2018); Yang et al. (2018); Shah et al.

(2020) - do not use CKPW.310

Reply: We have adopted the suggested change.

Reviewer Point P 2.13 — L529: ‘Under these conditions, measuring at a downwind distance of 75 m ensures the true

emission can be fully mapped both horizontally and vertically’. This is a little confusing, since it sounds like you need to

be ≥ 75 m downwind to fully capture the plume, while L523 indicates underestimation at those distances.

Reply: We have changed the text as suggested by reviewer 3.315

...measuring at a downwind distance of less than 75 m ensures the true emission to be fully mapped...

Reviewer Point P 2.14 — Figure 6, 8, and 9 show ‘residuals’ in %, which here must mean the percentage error of the

estimate versus the known controlled release amount (but without calculating absolute values). Where does the ‘range of

residuals’ come from?

Reply: "Range of residuals" shown in Fig. 6 was computed by taking the percentage error of the estimate–including the320

uncertainty of every individual flight–versus the known controlled release amount. In Figs. 8 and 9, the range of residuals

only refers to the range of average residual (i.e., black dots in Fig. 6) computed for each quantification flight.

Reviewer Point P 2.15 — L742 Suggest replacing the dead link to U.S. EPA with the new link

Reply: We have updated the U.S. EPA link

Reviewer 3325

General comments

Reviewer Point P 3.1 — In general I’ve tried not to repeat comments already made by the other reviewers, but I do agree

with Reviewer 1 that a brief discussion of calibration is required. I also think it would help to clarify things if the term “CH4
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enhancement” were to be used in cases where background values have been subtracted from the data (which I think is

pretty much everywhere). Perhaps a couple of extra sentences briefly summarising the application of the REBS algorithm330

would be useful too (especially with regard to the Reviewer 1 question concerning where the background measurements

were taken - I assume the answer is anywhere on the downwind measurement plane that the REBS algorithm identified)?

Reply: We agree that a brief discussion on the calibration of the instrument is needed to validate the measurements. We

included a short text briefly discussing the calibration method of the instruments in their respective sections (Sect. 2.1,

2.2, and 4.2). The CH4 molar fractions reported in the manuscript indeed refer to "CH4 enhancement". To address this335

aspect, we adapted the text and referred to measured CH4 as enhancements. We also changed all plot labels and used

"CH4 - CH4bg [ppm]" instead. Additional clarification was also added in Sect. 4.4 regarding how the background values

were identified.

Specific comments

Reviewer Point P 3.2 — L27: Alvarez et al. (2018) would be a more appropriate reference here (Gurney et al. (2021),340

is definitely wrong), although there are more recent options that would do the job too.

Reply: We replaced Gurney et al. (2021) by Alvarez et al. (2018) and also added the work of Omara et al. (2018); Zhang

et al. (2020) in the citation.

Reviewer Point P 3.3 — L202:the star on the friction velocity should be a subscript (as in Equation 4).

Reply: We have corrected the typo.345

Reviewer Point P 3.4 — L226:I’m a bit confused as to why this step was necessary. If both the QCLAS and RTK-GPS

received GPS signals, why were they not already synchronised on GPS time?

Reply: This was just done to make sure that all the clocks across all systems, including the AirCore, have the same

clock.

Reviewer Point P 3.5 — L230:in addition to my general point above, it would probably be clearer to say that background350

CH4 mole fractions were “subtracted” instead of “removed”.

Reply: We have adapted the word "subtracted".

Reviewer Point P 3.6 — Equation 5: I understand that this approach is based on previously published work, but the

application is sufficiently different that it would be useful to provide some more information here. I suggest explicitly stating
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the form of F. Have I got it right that the parameter vector b consists of the QCLAS measurements? If so I would also355

state that explicitly.

Reply: We have revised the text surrounding Eq. 5 to add further detail on the process of matching the AirCore data to

the QCLAS data (see response to P2.8).

Reviewer Point P 3.7 — Figure 4: Somewhere in either the caption and/or the associated main text it should be explicitly

stated that these values were optimised separately for each flight.360

Reply: We have fixed the text in Sect. 4.4.1: Processing of AirCore measurements

Reviewer Point P 3.8 — L315 : maybe I missed something, but is it explained anywhere how the data are hard-clustered

prior to performing ordinary kriging?

Reply: We have revised the text to explain this:

Hard clustered data-points are obtained by rounding the probability obtained from the GMM to either belong365

to the background or the elevated cluster.

Reviewer Point P 3.9 — L322 : I have no doubt that the Matèrn covariance kernel is a valid choice here, but as a general

comment I feel that the choice of kernel should be based on an examination of the specific dataset on which kriging is

being performed (although of course it can be guided by previous studies/experience). I’m sure that such examination

was performed (i.e. someone checked to make sure the optimised function was a reasonable fit to the data for each flight)370

- I’m happy to leave it up to the authors as to whether stating this explicitly would be useful or not.

Reply: We did indeed try to use different covariance kernels (e.g., spherical, exponential, and gaussian among others)

for our dataset and the best results were obtained with the use of a Matérn covariance kernel. The choice of using this

kernel was reinforced when we came across the study of Stachniss et al. (2009) which also tested different covariance

kernels in predicting a concentration field.375

Reviewer Point P 3.10 — L324 : was anisotropy in the hyper-parameters considered? My prior assumption would be

that the vertical and horizontal length scales could be quite different, but perhaps that was found not to be the case here?

Reply: Anisotropy was not particularly considered in the optimization of the hyperparamaters.

Reviewer Point P 3.11 — Equation 15 : this is a really minor point, but just to make sure I’ve understood things - is y

not already included in the set X?380

Reply: Yes.
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Reviewer Point P 3.12 — Figure 5 : I agree with Reviewer 1 - this would be best split into two separate figures. Also,

the grey outline on the circles in Fig. 5a needs to be removed, as you currently have to zoom in a lot in order to see the

fill colours of each point.

Reply: Figure 5 has been divided into two separate figures as suggested by reviewer 1. The grey outline on the circles385

are removed and the markers were also made bigger.

Reviewer Point P 3.13 — L431 : I’m not sure if this is the best place for it, but I think it is worth mentioning somewhere

that there are alternative ways to deal with this smoothing problem. One approach is to select a variogram model that

results in nearby points being assigned large weights (e.g. a linear model). Such a model must obviously be supported by

the experimental variogram, but in any case a subjective choice must always be made regarding how the model parame-390

ters should be optimised to “best fit” the data. Therefore it can reasonably be justified that the model variogram should be

chosen with a particular focus on representing the experimental data at small separation distances (see Kitanidis, 1997),

for further discussion). A moving neighbourhood approach can also be adopted; in fact this is the default approach in the

frequently used EasyKrig MATLAB package (see e.g. O’Shea et al., 2014; Pitt et al., 2019). The cluster-based approach

presented here has some advantages over these alternatives; in particular it removes many of the more arbitrary subjec-395

tive choices associated with them. I think they are worth mentioning in this context, probably just a sentence or two would

do.

Reply: Thank you for this information. We revised the text and moved it in Sect. 4.5.2: Kriging estimate

Although other kriging option modules are available such as a moving neighborhood approach where only

data-points within a certain radius are considered in the kriging process (Mays et al., 2009; O’Shea et al.,400

2014; Pitt et al., 2019), the cluster-based kriging approach offers the advantage of removing many arbitrary

subjective parameters present in other approaches.

Reviewer Point P 3.14 — L527 : Needs rephrasing. Could go for “As a general guideline, performing drone-based

emission quantification of emission sources requires. . . ”

Reply: We have adapted the changes.405

Reviewer Point P 3.15 — L529 : Would it be clearer to say “at a downwind distance of less than 75 m”?

Reply: We have adapted the suggestion of the reviewer.
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