
Dear editor, 

Thank you for your efforts to help with the editorial process with our manuscript. We have organized 

our response as follows. First, we include the responses to the referees. Then, we include a track 

changes version of the manuscript with all removed text in red and new text in blue. The goal was to 

answer each reviewer comment and integrate the related changes into the revised manuscript 

(attached).  

 

Thanks in advance for your continued work as editor of this manuscript and I look forward to hearing 

from you in the coming weeks. 

 

 

Reviewer #1:  

AC : The authors would like to thank the Reviewer#1 for his/her careful review of our manuscript. 

We addressed each comment individually and have revised the manuscript accordingly. 

The manuscript “Radiative fluxes in the High Arctic region derived from ground-based lidar 

measurements on board drifting buoys” by Loyer et al. describes a method for calculating 

broadband radiative SW and LW fluxes from IAOOS buoys featuring lidars. The methodology 

is built around IAOOS buoys that were co-located with comprehensive surface and upper-air 

meteorology, and radiometric observations collected during the N-ICE2015 campaign. 

Pairing the buoys with N-ICE2015 and using the campaign to demonstrate the approach 

within the environment where the approach will be used is a good experimental design and my 

feeling is that there is a publishable study here. However, this study, or perhaps this 

manuscript, is not mature enough for publication in its present form. I hedge here because the 

first issue that needs to be addressed is the organization and clarity of the text (see below). 

There are also grammatical errors, awkward phrasing, run on and fragmented sentences, and 

unnecessary subjective qualifiers (e.g., “rather”, “fairly”, “mostly”, “quite”) throughout. It 

is possible that if the study were better communicated, I would find it more convincing.  

A complete rewrite of Sections 2, 3 and much of 4 is needed. There is no logical flow to the 

narrative as it stands. To begin, explain what steps are needed to calculate fluxes from the 

buoy, which are currently found spread across all three sections. For example, some 

necessary introductory information isn’t found until deep in Section 4 (Lines 333-337 & 344-

349). Explain what information you have from the buoy and what information you need to get 

from other sources. Maybe make a figure with a flow chart to help readers follow the 

methodology that begins with lidar backscatter and ends with a flux.  

We apologize for the complex structure of the manuscript we had chosen and for 

confusing wording on our part that lead to some misunderstanding on the objectives of 

the paper. In particular, we recognize that the structural organization of the 

methodology was hard to understand as it was split in different sections. As suggested by 

Reviewer#1, we have completely rearranged Sections 2, 3 and 4 to make them clearer to 

the readers. Section 2 presents the observational dataset. We made it clearer, with 

Section 2.1 describing the IAOOS project and measurements available from the buoys 

and with Section 2.2 introducing observations from the N-ICE expedition. Only IAOOS 

and N-ICE measurements for  spring 2015 (April to June) have been used. The 

campaign itself and the life duration of the buoy measurements lasted over a longer 

period, but only a subset of this period has been indeed used due to deposition of frost on 



the lidar window. This has been clarified in the text. Section 2.1 and Figure 1 have been 

modified accordingly. 

“This study relies on lidar measurements acquired from April to June 2015 onboard one of the 

three buoys during this campaign.” 

The main cause of the confusion in the submitted manuscript was the fact that the 

approach was spread over two sections intermixed with some of the results. In the new 

manuscript, we choose a more classical approach : Section 3 presents the methodology 

and Section 4 the results. As a consequence, the methodology to get the cloud optical 

depth from, on the one hand, SW flux measurements during the N-ICE expedition and 

from, on the other hand,  the background signal B of the IAOOS lidar, are all included 

in Sect. 3. This latter also describes the method to obtain the regression slope Kl 

required to convert B to a scattered radiance. Every step of the approach is now 

presented in Section 3.2 for the SW flux estimation and Sect. 3.3 for the LW flux 

estimation. All the results of the determination of those variables have been moved to 

Section 4.1 (previously Section 4.4). 

We have also added two schematics (reported below) describing flowcharts to clarify the 

article structure, the notations used in the paper and to help the readers follow the 

different steps, which observations are exactly used and where. 

  

Flowchart describing the method to get the downward SW flux F↓SW from the solar background B measured by the 

lidar. The estimated optical depth τIAOOS, F↓SW and F↑SW in green are compared to their observed counterparts from N-

ICE measurements in red. τIAOOS is then used to estimate the downward LW flux (Fig. 7). 

 



 

 

Flowchart describing the method to gt the downward LW flux F↓LW from the observations onboard the IAOOS buoy 

(temperature and lidar measurements). Ts and T2m are over this period (April-June 2015) are instead taken from 

ERA5 (blue) because there are not available from the IAOOS buoy due to instrumental issues (red cross). τIAOOS is 

obtained from the flowchart describing the retrieval of SW fluxes (Fig. 8). 

 

Even after reading the manuscript, I still don’t really understand the purpose of what appears 

to have been the development of a lookup table using STREAMER in 3.1. I also couldn’t 

understand why so much effort went into trying to make broadband radiometers produce data 

that is suitable for deriving from lidar (optical depth) because the necessity of doing this was 

unclear and because there was a micropulse lidar (MPL) deployed on R/V Lance by the US 

DoE ARM program, which is better suited for comparison. Optical depths were also 

sometimes calculated using radiosondes instead of being measured by the IAOOS lidar and 

soundings were used in some cases while reanalysis were used in other cases. By the end of 

Section 3, I was not even sure how the buoy data was contributing anything of value to the SW 

flux calculation because Eqs. (3) and (4) were never reconciled.  

The development of a lookup table using STREAMER in Sect. 3.1 is used to estimate the 

downward scattering radiance Ls↓ from the lidar-derived solar background B. Ideally, 

this would be done under clear sky conditions. Unfortunately there wasn’t any clear sky 

period associated to the IAOOS measurements in 2015. As pointed by Reviewer#2, we 

have therefore chosen a less direct approach using STREAMER. We have shown a 

biunivocal relation between the downward scattering irradiances and radiances for each 

value of the cloud optical depth (Fig. 5). The data derived from the broadband 

radiometers are first used to estimate the optical depths, leading to a knowledge of Ls 

values. Those latter are colocalized in time and space with the solar background values 

derived from the lidar, helping to determinate the value of the lidar constant Kl (Fig. 6 

and Eq. 4).  This constant Kl is used to convert B into Ls↓ and using STREAMER we 

can obtain F↓s,sw. 



Backscatter lidar systems as the IAOOS lidar or the micropulse lidar (MPL) deployed 

on R/V Lance have the ability to ‘directly’ determine the cloud optical depth, when the 

top of the cloud can be clearly detected, which is not often the case in the Arctic. Using a  

comparaison of the signal slopes below and above the cloud, or the Integrated 

attenuated backscatter, or a Klett or Fernald inversion can lead to an estimate of cloud 

optical depths. The optical depths directly derived from the lidar signals are not 

considered as reliable under cloudy skies as the top of the cloud is hardly reached. They 

are only used in this study to provide a first estimate (τ0) that is compared to the optical 

depth of the largest scattered radiance, suggesting a range of possible values for the 

optical depth. A statistics of cloud optical depths ‘directly’ determined from the IAOOS 

lidar systems has already been published by Maillard et al. (2021). Here the objective is 

different: the goal is to present an innovative approach to obtain the shortwave 

irradiances from the lidar measurements independently. The use of broadband 

radiometers data is thus necessary for the comparison. In Di Biagio et al. (2020) the 

optical depth determined from the radiometer data were compared against satellite 

observations and highlighted a quite similar representation of the optical depth from the 

radiometer data.  

The equations for the LW calculation connected better, but if I understand correctly, the only 

value the lidar is providing was cloud emissivity.  

To estimate the LW fluxes, the lidar data are used both for the determination of the 

cloud emissivity (function of the optical depth) and the knowledge of the cloud height 

(driving the effective temperature of the cloud).  

The blended use of buoy, ERA5, and N-ICE2015 observations leaves me wondering how you 

propose to apply this method beyond N-ICE and how the uncertainty will degrade when you 

don’t have N-ICE observations to incorporate. And ultimately/most importantly, does the lidar 

add enough useful information to beat ERA5 estimates of flux?  

The specific use of data from buoys, ERA5 and NICE2015 observations has been 

clarified in the new version and we hope that the flow charts will make the structure 

clearer. Observations from NICE2015 radiometers were used in this paper to estimate 

the Kl constant using a regression analysis. This can be considered as a calibration 

procedure of the lidar background signals towards the broadband fluxes. This is not 

expected to vary as a function of the time and could be use to analyze the six years of 

IAOOS measurements. The ERA5 profiles are used to estimate the molecular 

transmission and the temperature profiles used in the LW calculation. We could have 

instead used a model of standard atmosphere (such as the well-known US-Standard 

Atmosphere 1976), but we believe that the ERA5 results have more chances to be close 

to reality. Here we also extracted the surface and 2 m temperatures from ERA5 because 

of issues encountered with the temperature sensors on the buoy used in this study. This 

information is available on the other IAOOS buoys, enabling to have a determination of 

the upward longwave fluxes independent of ERA5. An analysis of the six years of 

IAOOS profiles is very promising as it can provide a statistical database of cloud 

fraction, cloud altitudes (base and top), optical depths, shortwave and longwave 

irradiances in a region where those data are rather scarce ; a comparison of ERA5 

against those database may highlight potential biases in the reanalyses over sea ice at 

different seasons and years. 



Can you provide some information on the quality of the lidar observations besides the icing 

issue? There must be all sorts of challenges with level and signal-to-noise, etc.  

Mariage et al. (2017) gave a technical description of the IAOOS lidar, the quality of the 

observations and thoses challenges. The results are based on the first two IAOOS buoys 

sent in the Arctic Ocean in 2014 and 2015. They have shown that the vertical resolution 

of the lidar is between 15 m and 60 m. The average solar background calculated in the 

upper channels (between 25 and 30 km) is subtracted to the signal. Saturation or dead 

time limitation occurs on the detector in cases of high backscattering signals. The signal 

is corrected in profiles considered with low or moderate icing. Otherwise, profiles with 

severe icing are discarded to avoid biases. The revised manuscript has been modified 

accordingly. 

“The lidar system used and its calibration procedure have been fully described by Mariage et 

al. (2017)” 

Lines 53-55: The summertime values do vary and the cycle is not precisely the same 

everywhere. An extreme example is Greenland, which is positive year-round 

(https://www.doi.org/10.1175/JCLI-D-15-0076.1)  

We thank the reviewer for this comment and this reference. We have mentioned in the 

new version: “The surface cloud radiative effect in the Svalbard region is positive 

from September to April-May and negative in summer (Walden et al., 2017; Ebell et al., 

2020). Near Greenland, the cloud radiative effect is positive all year round (Miller et al., 

2015)” 

 Lines 56-73: Something is missing here. I understand there are new buoys in the water, but 

there is no description of what these buoys are measuring.  

We have added a description of what these buoys are measuring: “To respond to the 
need for more observations in the Arctic and compensate the lack of satellite 

observations at the highest latitudes, multiple buoys have been deployed in the Arctic 

Ocean between 2014 and 2019. As part of the IAOOS (Ice Atmosphere arctic Ocean 
Operating System) project (Mariage et al., 2017; Maillard et al., 2021) buoys have been 

deployed to measure the vertical profile of aerosols or clouds, near surface air 

temperature, pressure and humidity, snow height and surface temperature as well as ice 

height and conductivity, temperature, and depth (CTD) measurements ” 

Section 2.1. Precisely which data is used in the study is unclear. Fig. 1 presents 3 buoys but 

the caption says only one is used. This contradicts Line 97, which says data from January-

June is used, at least “mostly” (??). The end of the paragraph indicates only April-June data 

is used, and at that only a subset.  

We apologize for this confusion. The study indeed only uses a subset of the data and due 

to icing issues, the winter data were not of sufficient quality to guarantee that the 

approach developed here gave a good estimate of the radiative fluxes. As a consequence, 

only the data between April and June have been used. This has been clarified in the 

revised manuscript.  

https://www.doi.org/10.1175/JCLI-D-15-0076.1


Line 106: “The approach...” is out of place. If this is described later, just remove this 

sentence.  

As the structure has been revised, with the methodology firstly described, this sentence 

has been removed. 

Section 2.2. Some of the information from 2.1 belongs here and not in 2.1.  

We agree with this comment and have moved some information from Sect. 2.1 to Sect. 

2.2. 

Line 22: Note that 5 Wm2 and 3% are equivalent. It’s more like whichever is larger, 5 Wm2 or 

3%, and that 3% is 15 Wm2 at 500 Wm2 SWD.  

We agree. Our formulation was unclear and this has been corrected. For the calculation 

of the uncertainties, we have used the maximum of the errors (max (3%SW, 5W/m2) for 

example).  

Line 124: What is the purpose of this 70% threshold? Why not use all good data that 

correspond in time to lidar profiles?    

The sentence was confusing. We indeed use all good data, which represented 70% of the 

whole dataset and only 6 days have been removed during the spring period. This has 

been corrected.  

“According to the quality flags (QF) classification introduced by Walden et al. (2017), we 

only considered observations defined as "good data" (QF=0), which represents 70% of the 

whole dataset. Finally, we also eliminated 3 days when the IAOOS buoy (IAOOS7) was not 

yet deployed. This removed a total of 9 days of measurements in spring.” 

Line 125: How do you define/did you determine what is “too far”?  

This sentence was not clear. Data from N-ICE that were not co-localized to a IAOOS 

buoy were discarded. For the spring period, 3 days were removed. This has been 

reformulated and corrected. 

“Finally, three days have been discarded when the IAOOS buoy (IAOOS7) was 

not deployed yet.” 

Figure 2: I understand why you use a negative sign for upwelling data in the top two panels, 

but it is conventional to use all positive signs, and additionally, as plotted the message using 

the sign and the arrow nomenclature is somewhat redundant and thus cancelling: i.e., isn’t a 

negative of the upward arrow a downward arrow? If you make the plot using positive sign 

conventions it will be much easier to read.  

We have changed the conventions in Fig. 2 using only positive signs. 

Line 130: By stable do you mean static stability of the atmospheric boundary layer or do you 

mean that the meteorology did not change much during the period of interest?  



We wanted to say that the meteorology did not change much during the period of 

interest. We have rewritten the sentence. 

“In springtime, Walden et al. (2017) and Cohen et al. (2017) indicated that the conditions 

and the surface temperature did not significantly vary. The resulting FLW↑ was similar 

(FLW↑≃277 ±21 W m−2) throughout the whole period.” 

Line 131: As a consequence of what?  

This has been removed.  

Line 133: Is a sample of clear skies important for some reason?  

The presence of a clear sky period is important to evaluate STREAMER fluxes without 

the presence of clouds.  This sentence was moved to Section 4.1 where the derived optical 

depth values are discussed.  

Line 134: Would you really classify 550 Wm2 on a clear day as extreme?  

We agree with the reviewer that 550 Wm2 on a clear day is likely not an ‘extreme’ in a 

meteorological sense but it is the maximum observed during the studied period (called 

‘extreme’ in a mathematical sense). This sentence has been removed for the sake of 

clarity. 

Line 139: Note that this not the native resolution of the ERA5. It is already and interpolated 

product.  

We thank the reviewer for this comment. This has been added in the new version : 

“The ERA5 data available at a resolution of 0.25x0.25° is interpolated to the buoy 

location.” 

Line 140: Were the soundings from N-ICE2015 sent to GTS and assimilated by ERA5?  

To our knowledge, the soundings from N-ICE2015 have not been assimilated by ERA5.  

Line 150: What is that FOV?  

The FOV of the lidar’s recever is ~1.4 x 1e6 sr. This has been mentioned in the text. We 

removed this sentence as the FOV is not set in STREAMER.  

Line 200: I don’t understand, you are using T2m from ERA5 but earlier you said the buoys 

measure that.  

We have indeed extracted the 2 m temperature from ERA5 because of issues 

encountered with the temperature sensor on this specific buoy. This information is 

available on the other IAOOS buoys, enabling to have a determination of the upward 

longwave fluxes independent of ERA5.  This has been clarified in Sect. 2.1 and a figure 

was added to Sect. 3.3 to describe the consequence of this lack of observations.  



Lines 250-252: I don’t follow. I feel like you have done a clear sky calculation with 

STREAMER and are using that to estimate K instead of an observation under clear skies. Is 

that what you mean?  

Lidar observations were not available under clear skies. The Kl constant is estimated 

under cloudy sky conditions using the data from the NICE 2015 radiometers 

measurements and STREAMER. To clarify how Kl is determined, more information has 

been given in Sect. 3.2 :  

“Assessing the cloud optical depth from the IAOOS lidar measurements is trickier as it 

requires a series of steps. The first of them is the calculation of the KL constant. This 

coefficient is the theoretical slope of the linear dependency of the solar background B on L↓s, 

and is a sole function of instrumental and optical properties of the lidar system. An accurate 

knowledge of the instrumental properties of an autonomous lidar in the Arctic Ocean is 

however a challenge, not only because there is a limited number of clear-sky days enabling to 

check the lidar calibration, but also as a frost layer is often deposited on the window of the 

lidar, disturbing the received signal (Sect. 2.1). We propose here an alternative method to 

determine the slope KL. The downwelling scattered SW radiance L↓s has been calculating 

using STREAMER with the optical depth τNICE. This method is applied for each coincident 

value of B, giving a total of 18 points. Results are shown in Fig. 6. To ensure that the cloud 

cover is homogeneous in the area observed by the lidar and the radiometers (with different 

fields of view), a linear regression between B and L↓s has been computed only for opaque 

clouds (Fig. 6). The Pearson correlation coefficient is found to be 0.97. The relation between 

the measured solar background B and the downwelling scattered SW radiance L↓s is written 

as Eq.4. With KL = 118.54 W−1 m2 sr and b = 3143.53 retrieved from the fitting procedure. 

The slope KL is applied to the whole dataset sampled aboard the IAOOS buoys. We did not 

observe any dependency on the solar zenith angle θ to build the linear regression. All IAOOS 

buoys having the same instrumental properties, the same KL could be used for each of them. 

The uncertainty in KL due to the choice of cloud properties in STREAMER is not significant 

(∆KL = 0.38 W−1 m2 sr). But the influence of a change in the surface albedo ∆α is significant 

(∆KL = 5.4 W−1 m2 sr). To reduce uncertainties, the albedo obtained from the N-ICE 

measurements is used to constrain STREAMER runs. The spectral dependency of the solar 

scattered radiance calculated in the range 200 −3600 nm is implicitly embedded into this 

slope KL. ” 

Eq. 11: I don’t follow. This equation contradicts Eq. 4. If the implicit assumption of Eq. 4 is 

that b should be 0 then in creating Eq. 11 you have made the assumption that uncertainty in 

the regression is entirely found in the y-intercept, but it could just as easily be attributed to an 

error in the slope. Your calculation of K depends on your interpretation of the uncertainty in 

the regression. If you set b=0 and use the same slope, how much does K change and is that 

change negligible for the purposes of this study?  

We thank the reviewer for this question. Eq.4 was incorrect and has been replaced by 

Eq.11. The intercept b is always different from zero and is naturally taken into account 

in the regression analysis. 

Line 289: At this stage, I still haven’t figured out why we are deriving tau from the N-ICE 

radiometers. What will this accomplish? If this is simply to be able to characterize the limited 

number of samples from the buoy within the more continuous time series from N-ICE then 

some re-organization of the paper is needed to provide a more logical progression of the 



steps. I also wonder why you aren’t using the micropulse lidar from US DoE ARM, which was 

installed on R/V Lance? That would make a much better comparison data set for the buoy, 

wouldn’t it, for example avoiding the FOV issues (e.g., Line 315).  

Please see the response to the first comments. The paper has been reorganized to better 

describe the methodology and the objectives. 

Lines 325-331: I’m a little confused about the effect of the frost. Obviously, if it is attenuating 

then there is no signal. But if there is signal, is the problem that the partial attenuation from 

thin frost coverage implicitly propagating into B?  

Severe frost (or icing) forming on the receiver’s window completely dampens the signal. 

We used a threshold (called ice index in this study) to only use values that are considered 

not to have severe icing. A correction is applied to moderate or partial attenuation of the 

signal from icing. However thin frost coverage is actually implicitly propagating into B. 

More information on the icing is given in this article: Mariage, V., Pelon, J., Blouzon, F., 

Victori, S., Geyskens, N., Amarouche, N., Drezen, C., Guillot, A., Calzas, M., Garracio, 

M., Wegmuller, N., Sennéchael, N., and Provost, C.: IAOOS microlidar-on-buoy 

development and first atmospheric observations obtained during 2014 and 2015 arctic 

drifts, Optics Express, 25, A73, https://doi.org/10.1364/oe.25.000a73, 2017 

 Line 398: I don’t understand how upwelling fluxes are coming from IAOOS. The buoy doesn’t 

measure anything relevant for that that you have described. These values are taken from 

ERA5, interpolated to the position of the buoy?  

The reviewer is right. Unfortunately both the albedo and surface temperature are not 

available on the IAOOS buoy used in this study. In this particular case, the surface 

temperature has been taken from ERA5. Notwithstanding, surface temperature 

measurements are available on other IAOOS buoys at different periods and the 

methodology developed here could be extended to derive the upwelling LW fluxes 

independently on ERA5 reanalyses.  

  

  

 

 

 


