The reply to the anonymous referee #2 (RC2)

We are grateful to the referee for the very attentieading of our manuscript and for many
insightful remarks. We accept the criticism as vieeypful. While preparing the revised version
of our article, we took into account all commentsd® by the referee.

Below, the actual comments of the referee are givenld courier font and blue colour
The text added to the revised version of the marptss marked byed colour

Notice: Since both anonymous referees made sesindbr remarks, our answers to
these remarks which are given in both replies demntical.

Notice2: Numbering of figures and sections has belemnged considerably in the
revised version of the manuscript.

Synthesis:

This study presents a method that can be applied to
operated close to a water surface to determine diff erences in cloud liquid
water path over land and water. The results of the newly developed algorithm
for the ground-based microwave radiometer is compar ed to satellite
observations.

microwave radiometers

In the current form, | do not recommend the study t
several points that should be addressed, in particu
analysis. Please find my comments below.

General comments:

 The study lacks a thorough uncertainty analysis,
temperature uncertainties to the retrieval errors.
sources in Chapter 3.2, but you do not provide any
errors which would be crucial for interpreting the
differences in your study on the order of much less
within the error ranges (both bias and random error
detailed uncertainty analysis including error bars

0 be published. There are
lar a thorough uncertainty

from the brightness
You discuss the error
values for the different
results. The LWP
than 10 g/mz? are well
s). Please provide a
in Figures 6, 7, 9, 10,

and 11!

As a reply to this comment, we expanded the unicgytanalysis. Following the advice of the
referee, we began with the brightness temperatocertainties and LWP retrieval errors for
zenith geometry in Section 3.2:

The input data for the retrievals are the valuesbfhtness temperature of down-welling microwave
radiation in 14 spectral channels of the HATPROiaaeter. In the so-called “humidity channels” whiahe
located in the range 22.24-31.4 GHz, the randoiwor efr brightness temperature measurements arerdddby the
manufacturer of the instrument as 0.1 K. In thecalted “temperature channels” which are locatedhis range
51.26-58.0 GHz, the random error are declared t0.B&K. There is also a small systematic error Whiemains
after calibration by liquid nitrogen. It can not bentrolled but according to special studies dagsenxceed 0.5 K.
The random errors of brightness temperature meamuns have a direct influence on the estimatiothefretrieval
errors of all profiles of atmospheric parameterstloa basis of the Fisher matrix calculations (Bq.As noted
above, the LWP retrieval errors are obtained withtielp of Eqg. 9. According to our earlier studi€sstsov et al.,
2018a), the bias of LWP retrievals for zenith getsgnelerived from cloud-free observations is verghbd¢ and
constitutes 0.010 kg fa The random error of the LWP retrieval has be¢imased from cloud-free observations as
0.001 kg rif. The random errors of LWP retrieval derived frdme error matrix calculations at the final iteration
step of each retrieval are comparable to the estngmade on the basis of analysis of cloud-freeops and
constitute in average 0.003-0.004 ké.nwWe assume that the influence of the systematightiress temperature
error remaining after calibration is cancelledhe final LWP retrieval results by applying biasreation.



Physical retrievals imply calculations of brightae®mperatures and kernels of the linearised tadiat
transfer equation for all spectral channels andagien angles. Such calculations require accuratormtion
models. Since start of operation of HATPRO at thseovational station of St.Petersburg Universtig, @absorption
models for oxygen, water vapour and cloud liquidewavere updated several times. At present therpbsn
model  described by Rozenkranz ~ (2017) is used, namelts version from 2019
(http://cetemps.aquila.infn.it/mwrnet/Ibimrt_ns.hinast access 5 May 2022).

In the present study, we slightly modified the imtal setup in order to provide equal sensitivityzenith
and off-zenith observations to LWP, see Sectionb&®w. As a result, the LWP retrieval errors eatied from
Fisher matrix are somewhat higher than reportedairiier studies for routine zenith observations aadstitute
about 0.006-0.008 kg

The assessment of the uncertainty of bias valuglerrevised version of the manuscript was
done and described in Section 4:

The uncertainties of bias assessment were estinratbd following way:

- the three-step procedure described above was egpeith the value of the threshold 0.010 kg at step 1
while other steps were kept the same;

- the differences between bias values obtained festolds 0.010 kg thand 0.005 kg i were attributed
to the uncertainties of the bias assessment.

The uncertainties of bias assessment averagedativeronths and years for zenith direction and tevation
angles 11.4° and 14.4° were found to be 0.002 kg001 kg rif and 0.001 kg ifi respectively. These values are
shown in Fig. 6 as error bars.
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Figure 6: The values of the LWP retrieval biash; for zenith and off-zenith geometry derived for sunmer months in 2013-
2021. Index i designates the elevation angle (1=9@=14.4°, 3=11.4°). The uncertainties of bias assenent are shown as
error bars in panel (a) only.



The uncertainty of the values of the LWP land-seatrast was obtained in the same way in
Section 5.2:

The assessment of the uncertainty of the resuléssmade similar to the assessment of the uncertafribjas. Two
values of the threshold for bias estimation weketaand the LWP contrast was derived for thesedases. The
difference between the results was equal to 0.@0tkif averaged over all months and years. It washaitied to
the uncertainty of the obtained values of the L\AtRJtsea contrast and is shown in Fig. 8 in the fofrerror bars.
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Figure 8: The results of the retrieval of LWP landsea contrast for summer months within the period 203-2021. No
scaling factors are applied. The uncertainties oftte results are shown as error bars in panel (a) opnl

The uncertainty of the scaling factors is discudseldw as a reply to the special remark which
concerns scaling factors.

The uncertainty of the scaled multi-year averagééPLcontrast values has been estimated also.
Fig. 14 now contains error bars. The text descgililiis figure has been slightly changed, see
Section 6.3:

In Fig. 14 we demonstrate a comparison of the tefl the assessment of the LWP land-sea contesstdoon
ground-based microwave measurements with the seslithe satellite observations by the SEVIRI imstent. The
satellite data were taken from the study by Kostsogl. (2021). In the mentioned study, the timegae2011-2017
was analysed which partly overlaps with the timeiqae considered in the present work (2013-2021). \Be
compare the mean monthly values of the LWP contrastaged over these overlapping 8-year and 9qy&dnds.
The valuedD; andD, obtained from ground-based measurements haveawesaged jointly. The following values
of scaling factorF, were applied: 581.3 for June, 581.5 for July and 7#2.3 for August respectively (see
Section 4 for derivation of these values). The uadety of the scaled LWP contrast values is shawerror bars in
Fig. 14. It was estimated accounting both for theeutainty of original data on the LWP contrast ghé
uncertainty of the scaling factor. The informatammthe uncertainty of the averaged SEVIRI dateotsawailable.
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Since the mean LWP contrasts for summer montharaakysed, the so-called “August anomaly” should be
mentioned which was revealed by the satellite alsgems and shows up as the practically total atxsef the
LWP contrast in August if compared to June and.Julshould be emphasised that this "August anofradncerns
the Gulf of Finland only; this effect is absent fagighboring large and small lakes (Kostsov et2i21). One can
see that the ground-based measurements producédemee of this anomaly: the LWP land-sea contvakies for
all summer months are almost the same. Moreoveritfhest values are detected in August. For Jnddaly, the
results obtained from satellite observations aghdri than the results obtained from ground-baseasaorements by
0.008-0.009 kg . The discrepancies are well within the limits deti@ed by error bars for HATPRO data. To our
opinion, the agreement between the space-borngraned-based results for these two months cantireagsd as
very good. As it was mentioned above, the estimatt€s obtained in section 4 were the lower ones. Initsedt,
can be larger and in this case the discrepancydssgtithe ground-based and the satellite data fa dnd July will
be smaller. As far as the comparison for Augustoiscerned, the discrepancy goes far beyond the kemits, so
the absence of the August anomaly effect has begfied quantitatively.
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Figure 14: The estimations of the LWP land-sea cordst in the region of Neva Bay of the Gulf of Finlad for summer
months. The results are shown which were derived ém ground-based microwave measurements by the RPGATPRO
instrument (scaled) and from space-borne observatis by the SEVIRI instrument during multi year periods. The
uncertainty of the scaled LWP contrast values frotHATPRO is shown as error bars

« For your cloud retrieval you set up a so-called “ cloud area of interest”
which is between 1 and 4 km above ground. In genera I, there are many shallow
clouds over the sea with both base and top below 1 km which would be
completely neglected by this study. This is also co nfirmed by the cloud base
observations used in the study (see line 481). It w ould be important to
consider using lower elevation angles for the micro wave radiometer to also
catch the lower clouds. Otherwise, too many clouds are just not sampled for
this study and a meaningful comparison with satelli tes becomes nearly
impossible.

Following the suggestion made by the referee, wesidered using lower elevation angles and
presented the results in Subsection 5.5:

5.5 Test retrievals for elevation angles 19.2° arti4°

It is interesting to investigate the dependencéhefderived values of the LWP land-sea contrastherelevation
angle. It has been explained above that two elewatingles 11.4° and 14.4° have been selected amabgor

solving the task of detecting the LWP land-searmsttfor specific geometry of the experiment whiketermined
by the location of the instrument and the sizehefwater body. The lines of sight for these twolesintersect the
area of interest over water body spanning verticathm 1 to 4 km. Despite the fact that there canplessible
influence of the underlying surface on the resaftsnicrowave measurements when elevation anglesmagdler
than 10°, test retrievals were made for the elewatingle 8.4°. Also, test retrievals were madetlfier elevation
angle 19.2° in order to obtain information whichultbbe sufficient for derivation of a dependenceetevation
angle. Both “extra” elevation angles fit well then@spheric model compiled for the LWP contrastiegtls since
the corresponding measurements still probe a signif amount of the designated area of interest Fsg 1).



Validation of the results for two extra elevatiomgées was made on the basis of comparison of the LW
contrast values derived by physical and regresaigorithms. This comparison has shown that therejmncy
between the outputs of physical and regressionrighges for the angle 19.2° has the same magnitgd®mathe
optimal angles 11.4° and 14.4°. For the angle 8w discrepancy is noticeably larger. This fat¢hes confirmation
of the recommendation to avoid using elevation esgimaller than 10°. Nevertheless, we kept allltegar
analysis.

The values of the LWP land-sea contrast are plaite@ function of elevation angle in Fig. 11 foclea
summer month and each year separately. One cacenmtclear and well pronounced dependence of the LW
contrast on elevation angle which is characterigticall cases except two. Maximal contrasts areated for the
optimal elevation angles 11.4° and 14.4°. For ‘@&xangles, the contrasts are always lower (or siomestequal to
contrasts for optimal angles). Two exceptions rédeduly 2014 and July 2016: in these cases theraimce on
elevation angle is absent. The detected dependmmcee explained by clear physical reasons. Fgelaftevation
angles, the portions of air, which are probed shifted up and towards the instrument. The liquéder content for
high clouds usually is less than for the lower dmuhence the contrasts should be smaller. Algogcdimtrast in the
vicinity of the coastline is expected to be smalleor small elevation angles, the air portion, vahis probed, is
shifted down and towards the opposite shore. Tthaeince of clouds over the opposite shore can ctesdecrease
of mean values of the LWP contrast. One can sedrtt@bme cases the LWP contrast obtained for estenaation
angles is negative. These cases require specal,sithich should be based probably on the analyssynoptic
situations.
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Figure 11: Retrieved LWP land-sea contrast as a fution of elevation angle for June, July and Augusin 2013-2021.
Symbols correspond to four discrete values of eletian angle (19.2°, 14.4°, 11.4°, and 8.4°) and acennected by lines
only for illustrative purpose.

» The setup of the study lacks some comparison to | and areas for the low
elevation angles. It would have been good to also p erform scans to the other
direction (i.e. south-west) to check if the algorit hm performs well over
land, too. With a HATPRO microwave radiometer these bi-lateral scans can be
performed easily. This would have provided a refere nce area to see whether



the results between zenith and slant observations a re in fact caused by the
different surface conditions.

We are grateful to the referee for proposing tbeai At present, we try to think over how to
implement it. There is one obstacle. Our HATPROiaawter is installed on top of a tower
together with several other instruments. All instants are powered from a stand which is
located in the centre of a tower. If we simply ttftATPRO by 180°, the line of sight will meet
this stand at low elevation angles. So we are ngiug to solve the problem if it is possible to
move HATPRO slightly aside without affecting theétionality of other instruments.

» The assumptions for the physical algorithm are ve ry rough and the
information on the forward model is quite sparse. T he a-priori profiles (page

6, lines 191-192) are not described. Where do you g et these profiles from,
especially also the information on cloud liquid wat er? Which assumptions are
used concerning clouds? And what are the absorption models used in the study?

We do not quite understand what assumptions arentnfese. The physical algorithm is well
tuned, tested and used for routine observationsheyHATPRO radiometer at St.Petersburg
University already for years. The reference to mnew studies and information on retrieval
accuracy are provided in the revised version inbiginning of subsection 3.2:

The input data for the retrievals are the valuesbfhtness temperature of down-welling microwave
radiation in 14 spectral channels of the HATPROiameter. In the so-called “humidity channels” whiaehe
located in the range 22.24-31.4 GHz, the randoior @ir brightness temperature measurements arerdddby the
manufacturer of the instrument as 0.1 K. In thecalted “temperature channels” which are locatedhi range
51.26-58.0 GHz, the random error are declared t0.B&K. There is also a small systematic error Whiemains
after calibration by liquid nitrogen. It can not bentrolled but according to special studies dassenceed 0.5 K.
The random errors of brightness temperature meamuns have a direct influence on the estimatiothefretrieval
errors of all profiles of atmospheric parameterstloe basis of the Fisher matrix calculations (Bq./As noted
above, the LWP retrieval errors are obtained withhelp of Eq. 9. According to our earlier studi€sstsov et al.,
2018a), the bias of LWP retrievals for zenith getgneerived from cloud-free observations is verghd¢ and
constitutes 0.010 kg P The random error of the LWP retrieval has beé¢imesed from cloud-free observations as
0.001 kg rif. The random errors of LWP retrieval derived frdme error matrix calculations at the final iteration
step of each retrieval are comparable to the estms®made on the basis of analysis of cloud-fregops and
constitute in average 0.003-0.004 k¢f.nwWe assume that the influence of the systematghbiress temperature
error remaining after calibration is cancelledhe final LWP retrieval results by applying biasreation.

We added the information about a priori profilesha end of subsection 3.1:

A priori profile of LWC is assumed as nearly zenmfle (10° kg m?) in the altitude interval (1-4 km) which
simulates cloud-free conditions. In contrast, thgability of LWC is quite large which allows retkiing high range
of LWP. For temperature and absolute humidity arpiprofiles, we use the data from nearest radidecstation

which were averaged over several years of radiestauhches.

We added the information about absorption modetsibsection 3.2:

Physical retrievals imply calculations of brightaetemperatures and kernels of the linearised iadiat
transfer equation for all spectral channels andagien angles. Such calculations require accuratomtion
models. Since start of operation of HATPRO at thseovational station of St.Petersburg Universtig, @absorption
models for oxygen, water vapour and cloud liquideravere updated several times. At present therpbsn
model  described by Rozenkranz ~ (2017) is used, namelts version from 2019
(http://cetemps.aquila.infn.it/mwrnet/Ibimrt _ns.ltriast access 5 May 2022).

Rosenkranz, P. W.: Line-by-line microwave radiattvensfer (non-scattering), Remote Sens. Code
Library, https://doi.org/10.21982/M81013, 2017.

« I'm not convinced by the definition of the scalin g factors F1 and F2. You
are assuming that the vertical distribution of clou ds is the same over all
the years. Other factors like air or water temperat ure anomalies, as well as



the precipitation patterns (dry/wet months) will st rongly influence the cloud

distribution of a special month which makes it very difficult to believe that
these scaling factors are stable for a special mont h. Did you see inter-
annual differences for the period of the cloud base height dataset? If so,
this would add uncertainty to the scaling factors. Furthermore, in Figure 6
it can be seen that the scaling factor depends very much on the location
where the cloud base height has been taken. Also, i t can be seen that there
is quite a strong monthly variability. Do you have an explanation for this
behaviour?

We agree with the statement that scaling factoesrent expected to be stable for a special
month. And of course we agree that the precipmatmatterns can influence the cloud
distribution. We admit that Fig. 8 showing scalednthly values for each year can be to some
extent misleading because we apply average sciaotgrs to specific month of a specific year.
Therefore we removed this figure and relevant dismn. We keep Fig. 10 since we believe that
the results of comparison averaged over nine yasgsrobust and valuable. In the revised
version we emphasise that our comparison withlgateiata which uses scaling factors is based
on several strong assumptions and we estimatenttertainty of LWP contrast values averaged
over nine years.

In order to provide a kind of validation of scalifectors derived from statistics collected by
human observers at meteorological stations we coedpscaling factors from meteorological
stations with the factors derived from ceilometeasurements. We also added the discussion of
the uncertainty of scaling factors:

In order to provide a kind of validation of scalifigctors derived from meteorological data we caltad
scaling factors using the CBH measurements madeanmiteilometer. The CHM 15k ceilometer was in openaat
the observational site of St.Petersburg Universit2013, 2014 and the first half of 2015. It wastailed on the
metal tower on the roof of the building just neatbg HATPRO microwave radiometer. The full descoiptof the
CHM 15k ceilometer can be found on the web page ahanufacturer_(https://www.lufft.com/products/aeu
height-snow-depth-sensors-288/ceilometer-chm-15knis-2300/ last access 6 May 2022). The CBH values were
derived by the original data processing algorithmbedded in the instrument. For the purpose of coisga the
selection of CBH data for calculation of scalingttas was done exactly in the same way as thetsmieof data
provided by human observers at meteorologicalastati

Resulting monthly values &, andF, for daytime are shown in Fig. 13. Since scalinggdes obtained from
the ceilometer observations appeared to be verijfasito factors at the meteorological station StePeburg, they
are shown in one plot Fig. 13a. The facterandF, from ceilometer observations are practically itidguishable,
therefore only thé-, factor is shown in this plot. ComparisonfefandF, obtained from the St.Petersburg station
records is given in Fig. 13a and demonstrates\asp similar values for all months. Minimum monthiglues of
scaling factors from all data sources are obseivegring and summer, maximal values — in autunthwaimter. In
spring, summer and early autumn, the differencésden the multi-year average valuesgffrom meteorological
station and the values Bf for specific years are the smallest if comparelt® autumn and winter. This fact is the
strong indication that the cloud statistics arblstéor these months. It is surprising that forelamd July the results
obtained from ceilometer measurements in 2013, 20042015 are nearly identical.

Comparison of scale factdf, derived from the records of all three meteorolabistations is shown in
Fig. 13b. One can see that the main feature dd-atnual variability is the same for all statiomsnimal values in
spring and maximal in late autumn. Apparently, tiebavior is due to the predominance of the lowlkestds in late
autumn, and of the medium and high clouds — imgpiBut there are also noticeable differencest,Rirkile F, for
the St.Petersburg station is nearly constant froanchlto SeptembeF, for the Kronstadt and Lomonosov stations
increases during this period. From December tolApre values of; for all three stations are very similar. From
May to November, there is noticeable differenceneen the values obtained at St.Peterburg statidrivan other
stations. For Kronstadt and Lomonosov, the scafiactor is approximately 1.5-2.5 times higher tham f
St.Petersburg.

Comparison of Fig. 13a with Fig. 13b leads to selerincipal conclusions. First, the scaling fastare
essentially different in summer and autumn for albed “continental” and “marine” locations. Secotite location
of the HATPRO radiometer can be attributed to théegory of “continental” locations. And third, whilfor
“continental” locations there is some evidencelw stability of scaling factors for specific montlge can not
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prove it for “marine” locations. As a result, theoplem arises what scaling factor to choose and teogstimate the
uncertainty of chosen factor. Since the main pathe line of sight of the radiometer passes ovatewbody, it is
reasonable to choose the scaling factor obtainedasine locations. The average scaling factorsvddrirom the
data obtained at the two meteorological stationsdwosov and Kronstadt are 5.3, 5.8, and 7.4 foe Jiumly, and
August respectively. These values have been chfisescaling the LWP land-sea contrast data (sedid®eé
below). The half difference between these valued e correspondent values from the “continentaditien
St.Petersburg seems to be reasonable uncertatimats So finally we have the following data fé&y: 5.3t1.3 for
June, 5.81.5 for July and 7#42.3 for August.
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Figure 13: (a) Scaling factors~; and F, derived from the data of meteorological observaties of the cloud base height at
the St.Petersburg station in 2011-2017 (average u&ls) and from ceilometer observations in 2013, 205hd 2015 at the
location of the HATPRO radiometer. (b) Scaling factr F, derived from the data of meteorological observaties of the

cloud base height at three stations in the vicinitpf the radiometer (see the legend) in 2011-2014éage values).

« Did you compare your LWP from the physical retrie val with statistical
approaches? | would be interested to see whether th ere are differences, as
you provided a new (physical) algorithm here.

In the original version of the manuscript, we detdtely did not present the comparison of the
results obtained by physical approach with theltesibtained by regression approach because it
was not the main focus of the work. However we agréh the referee that it is very important



comparison. Since the esteemed referee attractedtiah to this issue, we clarified it in the
revised version as follows:

5.4 Cross-comparison of the LWP contrast values deted by the physical algorithm and by the

regression algorithm as a means of validation of thobtained results

We would like to discuss briefly the problem of @wof a retrieval algorithm (physical or regresgitor
the specific task which we solve in this study &émel problem of validation of obtained results. TgP contrast
values for 2013 and 2014 obtained by the regresaigarithm in the previous study (Kostsov et ab2@ and
Fig. 18 therein) are of the same range as onesipeodby the physical approach in the present wAslone can see
in Fig. 6, the years 2013 and 2014 are somewhatiadp¢he LWP retrieval bias is minimal and comgseafor
zenith and off-zenith observations. It is no wontleat both algorithm work well. The situation isngpletely
different for the years 2015-2021 when the LWPieg#l bias values for off-zenith observations anasiderably
larger. In order to compare the results producedhleytwo algorithms we made two tests. In the fiest, we
applied the regression algorithm to the HATPRO meaments which successfully passed quality control
(convergence of the physical retrieval processspattral residual check). In the second test wéiehpegression
algorithm to all measurements (no quality contitadl). It is important to emphasise that in bo#tses the bias of
the LWP retrievals by regression method was estichéitom measurements selected by the physical mietfoe
outcome was quite demonstrative. In the first ctse results produced by the physical and regressigorithms
were in good qualitative and quantitative agreemé&hey are demonstrated in Fig. 10, panels (a)af@ (e). One
can see the overall very good agreement with omty ioticeable deviations of the results obtaineddgression
algorithm from the results of the physical algamti{July 2016, August 2013). In the second test, réwmilts
obtained by the two algorithms were completelyatié#ht and they are not shown. These tests cleadlgdted the
superiority of the physical algorithm in the prablef assessment of the LWP contrast. As it wasdaoiethe
beginning of Section 2, the identification of clefrde periods of time and quality checks are imfmssusing the
results obtained by the regression method. Therefois necessary to emphasise once again thétdéalata set of
HATPRO measurements, which we process in the prestedy, the application of the regression algaonitbnly
would have produced wrong results.

Comparison of the results obtained by differenbéatgms can be a valuable means of cross-validation
vivid demonstration of such cross-validation hasrbpresented in the study by Kostsov et al. (2018&his study
a special case of ground-based measurements by RATRdiometer after a rain event was consideret&rAdin,
the radome of microwave instrument is wet for sdime. During this period of time measurements arergous.
Kostsov et al. (2018a) have shown that the discrephetween the outputs of regression and phyalgalithms is
maximal during a rain and becomes smaller and smatter a rain event while water evaporates froenradome.
This effect clearly demonstrates that controllihg tiscrepancy between the outputs of regressidnpagsical
algorithms can be a means of validation of thelfiraults. This statement refers not only to arnetaa rain” period
but has a general character and can be applieiffeoetit sophisticated situations and problems the problem of
detecting the LWP land-sea contrast. That is wimg can consider the good agreement of LWP contedses
produced by regression and physical algorithmssaageessful validation of the obtained results.

In order to get one more confirmation of the vaiddf the obtained results, we processed the HATPRO
data applying the “standard” atmospheric model Wh& used in routine zenith microwave observatiand is
characterized by the cloud altitude range 0.3-8n5khe data processing procedure was the same #sefonodel
with cloud altitude range 1-4 km, with two excepso

- the threshold for bias assessment was taken0a$ g m-2 since the “standard” model has largeriari
uncertainty of cloud liquid water and hence largies;

- the retrieval setup was not specially tuned tovjge equal sensitivity of zenith and off-zenith
measurements to atmospheric parameters, the @dtsetup for the model with cloud altitude rangé km
was used without any modifications.

The results of the derivation of the LWP land-seatiast with the “standard” model are presentefign 10, panels
(b), (d), and (f). One can see that the discregmnibetween the outputs of physical and regresdgmmitams are
noticeably larger than for the “1-4 km” model. Algbe differences betwedd, andD, values for both algorithms
are very much larger than ones obtained for thé kin” model. These two facts indicate that in cafststandard”
model the results are very much less self congidtem for the “1-4 km” model. Comparison of lefidaright
panels in Fig. 10 leads to the conclusion thatntleification of “standard” model for the specifassk of detecting
the LWP land-sea contrast was the correct decision.
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Figure 10: Comparison of the LWP land-sea contrasvalues O, and D,) obtained by the physical algorithm and by the
regression algorithm for June (a, b), July (c, d) ad August (e, f) in the period 2013-2021 and for twcloud altitude range
models: 1-4 km (a, ¢, €) and 0.3-5.5 km (b, d, f).

« For the LWP bias correction (Figure 7), why are t here sometimes
considerable differences between zenith and off-zen ith observations, and
sometimes not (e.g. 2020 in June vs. July?). Are yo u sure that your bias
correction algorithm is working properly? What migh t be the reason for these

differences?

We agree with this remark and we added the disoussi the variability of bias values in
Section 4:

We tried to find the reasons for the variabilitybdhs values for off-zenith geometry. The primaness was
the influence of different synoptic situations, redynthe situations with different integrated wavapour (IWV).
However, this guess was not confirmed. As showRign 7a, there is no noticeable correlation betwtbermonthly
mean values of bids and monthly mean values of IWV during the peri@d 2-2021. The important notice should
be made: we calculated mean IWV values exactlhtHertime periods which were selected for bias assest. In
Fig. 7a one can notice large inter-annual varighdf IWV for all summer months. Lowest mean IWVIwes are
detected in June, and the highest values are ddtéctJuly. We made an attempt to find a correltetween
monthly mean values of bidg and monthly mean values of temperature at thergtdevel during the period 2013-
2021, but no noticeable correlation has been fod®da result, the conclusion was made that theiénite of
synoptic situation on LWP bias was not detected.

Another idea about the reason for off-zenith biaariations was related to possible horizontal
inhomogeneities of temperature in the vicinity loé radiometer. It has been already noted thatab®meter is
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installed on the roof of the building which is hety solar irradiance. The building is about 20®ng and the
line-of-sight passes directly over it. Fig. 7b sisotlie values of the LWP retrieval biagfor summer months in
2013-2021 as a function of mean value of the teatpeg horizontal differencAT at 100 m altitude near the
radiometer for these months. This temperature miffee was derived from the temperature profilescivhiere
retrieved using zenith and off-zenith geometry c@drse, one should keep in mind that the spatsaluéion is very
poor, but nevertheless this temperature differearebe used either an indicator of horizontal tewatpee gradients
or an indicator of some effects which interferehe retrieval process. The assessment of correfatietweerb,
and AT using the Fisher criterion for small number of ptas has shown that correlations in July and Augost
statistically significant. The correlation is alstatistically significant if the entire summer mefiis analysed
without division by months. So we accepted the tiyesis that the reason for the variability of LWiasbfor off-
zenith observations can be a temperature horizorttamogeneity in the close vicinity of the radidsre Probable
mechanism could be the following: under conditiofisonsiderable temperature inhomogeneity, the &atpre
error propagates into the LWP error and the LWR biareases.
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Figure 7: (a) The values of the LWP retrieval bias, for summer months in 2013-2021 as a function of rae value of
IWV for these months. (b) The values of the LWP refeval bias b, for summer months in 2013-2021 as a function of rae
value of the temperature horizontal difference at @0 m altitude near the radiometer for these monthsDashed lines
demonstrate linear fits. The values of correlatiorcoefficient are given as.

Minor comments:
- Page 2, lines 40-46: Too much detailed informatio n

We completely removed the presentation of scanmadjometers. Instead, we added brief
discussion of the importance of studying land-sw@rasts of atmospheric parameters.

- Page 5, line 125: | would use the term “approach” instead of “algorithm”

The term “algorithm” was replaced by the term “aygwh”.

- Page 5, line 145: What do you mean by “model form "?

In order to make it clear, we changed the sententtee following way:

The applicability of the physical method to thelgem of the LWP and IWV retrieval by two-channel
radiometers implies that the a priori profiles oégsure, temperature and humidity are available fro
external data sources and the cloud liquid wataterd (LWC) profile is taken from some statistioal
numerical cloud model.
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- Page 12, lines 315-316: Why do you think that the LWP contrast is the same
for cloud scenes with different cloud base heights? | don't think that is a
valid assumption!

We believe that in the considered specific casedbsumption is pretty good due to two reasons.
First, the difference in CBH for low and mediumuwdis is less than 700 m, so the LWP contrasts
are not expected to differ considerably. And secdmel frequency of occurrence for high clouds
is much less than of low and medium clouds, theeetbe contribution of error caused by
different LWP contrasts for high clouds will be dimdn the revised text we wrote this
explanation:

However, to achieve this goal, one additional aggion should be made: the mean values of the LWrast for
cloud scenes with different CBH are assumed tarbéas:

Dinedium = Diow = Dhign (24)
We believe that in our case with the quite largrudlaltitude range of interest (1-4 km) this asstionpis pretty
good due to two reasons. First, the difference BHGor low and medium clouds is less than 700 mtheoLWP
contrasts are not expected to differ considerabihd second, the frequency of occurrence for higlud$ is much

less than of low and medium clouds, therefore th@rdbution of error caused by different LWP costréor high
clouds will be small.

low

- Page 17, line 452: | don't understand what you wa nt to say here. Do you
mean that the sensitivity is instrument specific? | f so, then please write it
that way.

No, we just mean that the manipulations with th&iggsnent of measurement error values can
not increase the sensitivity because we can notthesesrror value smaller than the quantity
which is specific for our instrument and is dectat®y the manufacturer. In order to avoid

confusion we decided to remove the unclear sentence

Summary of main revisions:

= The structure of the manuscript has been changesidarably: the application of scaling
factors to the obtained LWP contrast values is aogeparate part of study (Section 6)
which refers only to comparisons with the satellitata (the conclusions have been
changed accordingly). The table of contents nothieésollowing:

1 Introduction
1.1 Background
1.2 Motivation
1.3 Novelty
2 Formulation of the inverse problem
3 Retrieval strategy
3.1 Elevation angles and atmospheric model
3.2 Error sources
3.3 Retrieval setup and sensitivity functions
4 Assessment of the LWP retrieval bias
5 Main results of the estimation of the LWP land-sentrast
5.1 Information on data processing
5.2 General overview of the results
5.3 Trend assessment and the problem of analysisiafal evolution of the LWP land-sea contrast
5.4 Cross-comparison of the LWP contrast valuesvddrby the physical algorithm and by the regressio
algorithm as a means of validation of the obtaineslilts
5.5 Test retrievals for elevation angles 19.2° 8mf
6 Comparison of ground-based and satellite data
6.1 General assumptions and the concept of scédiciprs
6.2 Assessment of the scaling factors
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6.3 Results of comparison
7 Summary and conclusion

» The extensive uncertainty analysis has been prdvide

= Ceilometer data were added for verification of sgpfactors.

» The results have been validated using the approfcioss-validation by comparing the
outputs of the physical and regression algorithms.

» The “standard” model of cloud altitude range 0.84&m was applied to data processing
and the results were analysed

= Two extra elevation angles were considered andethidts were analysed.

Vladimir Kostsov
(corresponding author)

13 May 2022
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