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Discuss., https://doi.org/10.5194/amt-2022-107-RC1, 2022 

The authors thank the referee for the careful and constructive consideration of this manuscript. The 

answer is structured as follows: the comments from referee #1 are marked in black and the authors’ 

response and changes to the manuscript are written in blue.  

 

Summary: Ammonia (NH3) is not regularly monitored in networks. It is also an unregulated pollutant 

in many countries. Identifying a standard among the available technology for routine gas-phase  

ammonia monitoring is vital to our understanding of this pollutant and how future regulation policy 

can be shaped. This paper describes a comprehensive intercomparison of 13 instruments for sampling 

gas-phase NH3. The study is done in-situ at an agricultural field site in Scotland. The instruments 

represent a variety of currently available technologies for measuring gas-phase NH3. The authors 

perform a comprehensive analysis of the available data and show that variability in the ensemble is 

within 20%. This alone is an interesting finding from an intercomparison of 13 independent NH3 

instruments of varying techniques and time responses. While there are still nuances of instrument 

setup, maintenance, and operations to be determined, the observations reported in this work are a 

step forward towards developing standardized practices for NH3 monitoring. The paper presents 

findings from a new field study and the topic is highly relevant towards addressing current air quality 

and climate concerns. Thus, it fits the scope of AMT. I recommend this paper for publication in AMT 

following minor revisions.  

 

General Comments 

In general, the flow of the paper could be improved by moving around some of the sections and 

refocusing the key points in the introduction to match the outcomes.  

We already changed the structure a couple of times when compiling the original manuscript and, 

because different sections rely on each other, do not believe that re-ordering will help. Instead, we 

have now outlined in the introduction the flow of the paper and made clearer that the metrological 

methods were not used to correct any of the data used in the study but evaluate the applicability of 

the metrological methods in the field, as this is where the confusion may have arisen due to the 

mentioning these later in the paper.   

 

For example, the introduction of this paper implies that the authors will provide recommendations on 

how to achieve high quality future routine monitoring of NH3. However, the conclusions do not 

provide specific recommendations for what the optimal inlet setup and operating/maintenance 

procedures could be for a monitoring site.  

We have now gone through the reviewer comments and have expanded the text with regards to inlet 

design. We do not however feel it is appropriate with the evidence from this specific study to provide 

firm recommendations for frequency of span and zero checks. Please refer to Sections 4.1 to 4.3 for 

the revised text.  We have adjusted the text in the conclusions as follows (Conclusions paragraph 2: 

“Networks with multiple measurement sites need to be comparable and this will be only achieved by prescribed 

set-ups and traceable quality assurance and quality control protocols which are developed to achieve data quality 



with operational economy., Without further support of the other instrumentation present in this study it would 

have been incredibly difficult for a data user to verify the accuracy and precision of the reported NH3 

concentrations. Therefore, to understand instrument performance it is strongly recommended for any short- or 

long-term deployment as part of routine QAQC, , regular calibrations as well as zero and span checks should be 

undertaken at a frequency determined by the operational need in the location of the measurements (i.e. high 

concentration and high PM concentrations will likely necessitate more frequent maintenance and checks). This 

will enable routine reporting of monitoring station and inlet/instrument system specific, precision and accuracy. 

Further long-term monitoring research is required to develop and test standard operating protocols for 

instrument set-up, in-situ calibrations and maintenance routines such that an international set of standards can 

be agreed.” 

 

In contrast, a key conclusion of this work that is not identified earlier in the paper is that the variability 

in the ensemble of 13 instruments is within 20%. Such a tight cluster of NH3measurements from 13 

independent instruments actually seems pretty good, especially considering that gas-phase NH3 can 

be challenging to measure. It would help to contextualized this finding better in the text in terms of 

what this could mean for monitoring networks comprised of a few types of NH3 instrument 

techniques. 

The average variability being within 20% is encouraging. However, given the variation in performances 

at low and high concentrations, and the variation in peak concentrations, it implies there is still a lot 

of work to do. The performance which should be achieved is better than 10% and higher if there is to 

be confidence in measurements from different places being compared – for example for critical levels 

or for integrated concentrations for exposure.  

If different instruments were operated in an air quality network, equivalence work would be required 

to determine the uncertainties across the techniques to ensure comparability. We have added the 

following text to the conclusions to reflect this discussion.  

“In general, the level of agreement between instruments participating in this intercomparison was 

encouraging. However given the variation in performances at low and high concentrations, there is 

still a lot of work to do to achieve equivalence of measurements. Ideally we should be aiming for a 

coefficient of variance of 10%, if there is to be confidence in measurements from different places being 

compared – for example measurements being used to evaluate critical levels, long term trends or for 

integrated concentrations for exposure. Therefore if different instruments are to operate in an air 

quality network, equivalence work is required to determine the uncertainties across the techniques to 

ensure comparability against a reference method.” 

 

There are some very detailed instrument descriptions in the methods section and some that are rather 

vague. It would be helpful to include a similar level of detail for all instruments, especially in cases 

where references are not available.  

Where possible we have revised the text for the instrument descriptions. Some instruments used 

during this study are considered ‘plug and play’ or ‘proprietary’, with limited information available 

from the manufacturer on their principles of operation. For others, where we have detailed 



information, some have already been published in the literature (to which we can defer), others less 

so (so more detail needed here). Please refer to Section 2.2 for further details. 

 

Please also clarify the purpose and design of the experiments using identical instruments with 

different inlets earlier in the paper. This is an important factor in the final recommendation, but there 

is little information leading up to these results to prepare the reader to understand these findings. 

In the introduction we have now added a line to highlight the presence of duplicate instrument with 

the following text:  

“The importance of set-up and time response is also considered through the use of duplicate 

instruments with different inlet designs.” 

 

Please include more context in the methods section about how the calibration sources were used in 

these experiments and what instruments they were used with. Were these calibrations only applied 

in the field, or were instruments calibrated individually in a laboratory before/after the field 

experiment? Please clarify in the text. It could also help the flow of the paper to move up “Section 3.9 

Ammonia calibration system” to between Sections 3.2 and 3.3.  

Thank you for the suggestion. Upon review, we feel it would be inappropriate to move the 

presentation of the results of the performance of calibration systems. The purpose of this section was 

to identify if any of the calibration systems available from the project were ready for use in  the field, 

as well as using them to evaluate measurement system performance. The results of ReGaS calibration 

was not applied to the LSE or Picarro data in any of the analysis, as at the time of the study the Picarro 

manufacturer claims that the method is a ‘calibration free’ method. We have reviewed the text and 

updated the text in the data analysis section 2.4 to make clear which instruments had calibrations and 

zeros applied:  

“For the AiRRmonia, MARGA, QCLAS and the miniDOAS instruments, the zeros and/or calibration 

standards used are described in Sections 2.2.1, 2.2.3 and 2.2.7 respectively. They were applied to the 

data set prior to undertaking the analysis undertaken in Section 3. No other LTMHTR instrument had 

any zero or calibration applied, as the instrument manufacturers described the methods as ‘calibration 

free’ at the time of the study, so were only operated with the manufacture factory calibrations.” 

In addition, we have highlighted the purpose of the standards in this study with a revision of the final 

paragraph of the introduction:  

“Metrological components developed under the MetNH3 project, are also evaluated under field 

conditions as standards for determining the accuracy of the instrumentation deployed, as previous 

studies of the metrological applications have focused on laboratory studies (Pogány et al., 2016, 

2021).“ 

Zeros were routinely performed for the QCLAS, but what about the other instruments? Were span 

calibrations also performed? Are zeros and span calibrations stable over time? 

Please refer to previous comments with regards to the zeros and span calibrations of instruments. In 

order for the results to be representative of real-world deployment, instrument providers deployed 

as per their normal practice, as summarised in methods section. In addition, the comparison to the 

ReGaS system was only carried out for some instruments and then  not using the same set-up as 



operated during the intercomparison itself, reflecting limitations in the flowrate the ReGAS can 

provide. An attempt was made at the start and at the end of the campaign to determine the drift of 

the instruments evaluated, however due to issues in maintaining the stability of the ReGAS system at 

the start of the campaign, this comparison was considered invalid and not presented. The ReGAS was 

further developed during the campaign and there was confidence that study presented from the end 

of the campaign was valid. To highlight that this key assessment is missing from the study the following 

has been added to the text (Section 4.1).  

“Unfortunately, an assessment of the drift of instrumentation studied using the ReGaS was not possible 

during this study. It is recommended that such assessment is undertaken in future studies”  

 

Were corrections associated with these zeros and spans applied to the data prior to analysis in Section 

3? Please clarify in the text.  

Under section 2.4 Data Analysis. The following text has been added.  

“For the AiRRmonia, MARGA, QCLAS and the miniDOAS instruments, the zeros and/or calibration 

standards used are described in Sections 2.2.1, 2.2.3 and 2.2.7 respectively. They were applied to the 

data sets prior to undertaking the data analysis undertaken in presented in Section 3. No other LTMHTR 

instrument had any zero or calibration applied, as the instrument manufacturers described the 

methods as ‘calibration free’ at the time of the study, so were only operated with the manufacture 

factory calibrations.  ” 

 

Instruments were in the field from 22 Aug to 2 Sept. Is there a reason that only 23 Aug and 29 Aug is 

used for the intercomparison study and not the full period? There are inconsistences in the dates in 

several places throughout. For example, Figures 8 and 9 and Table 4 suggests a start date of 22 Aug 

instead of 23 Aug. There are also inconsistencies in the dates in some of the figure captions and table 

headers in the SI. 

 Though most instruments were in present the field between the 22nd August to the 2nd September, 

not all instruments were monitoring ambient air, as other tests were being undertaken. All 

instruments were operational between the 23th August to 29th August and therefore this period is the 

focus of our study. We have removed the periods out with that period. The following text has been 

reviewed and revised to make clearer the operational periods. In Section 2.4 Data Analysis the 

following text has been added:  

“Though instruments were deployed for a longer period, for the purpose of this study only the period 

of the 23rd to the 29th August is studied unless otherwise stated, as not all instruments were operational 

at the start and end of the campaign.” 

In addition Section 3.1 was updated to reduce the period of meteorology discussed to cover only the 

period of the 23rd to 29th August, as well as reducing the period show in Figure 2 (see below).  The text 

describing period now states:  

“As well as reporting NH3 gases, the MARGA also reported the PM2.5 water-soluble inorganic species. 

Prior to fertilisation on the 23rd August PM2.5 was dominated by sea salt (NaCl), but during the interim 

was dominated by secondary inorganic aerosol, which coincided with a drop in wind speed and a 

reduction in the relative humidity on the 24th August.” 



 

1.  

2. Figure 1. Summary of the meteorology and the inorganic composition of water soluble PM2.5 at Easter Bush 

during the intercomparison campaign from the 22 August 2016 to 02 September 2016. The grey shaded line 

is the period where urea was applied to fields. Blue bars are precipitation and black line is the temperature.  

A major concern for Section 3 is that the bulk of the analysis relies on comparing each instrument to 

an ensemble median rather than a true, validated reference (e.g., Figures 8 and 9). While this might 

be the best approach for this case study, it should be specified in the text that the median is not an 

independent variable (i.e., it is by definition driven by the range of observed values from the different 

instruments). If the ensemble median is not independent, then the correlation analysis might be 

better described using 2-sided linear least squares fits (aka. orthogonal distance regression). See 

additional specific comments below. 

We agree that ideally instruments should be analysed against a validated reference but unfortunately 

we were unable to operate either the US EPA or the EMEP methodology during this study. It is however 

noted that both the US EPA and EMEP methodologies are for lower temporal resolution and there is 

still no validated reference method for hourly resolution. We have already stated that ensemble 

median is likely to be biased if the instruments are biased in Section 3.5 but have now updated the 

text to state the following:  

“In the absence of a ‘perfect’ reference instrument, Figure 8 presents the summary of the instrument 

comparison to the ensemble median for NH3 <10 ppb. It is acknowledged that the ensemble median 

could be biased if the majority of instruments are biased.” 

We have calculated simple linear regressions and not orthogonal regressions because we believed an 

orthogonal regression is not fully appropriate either. Whilst the ensemble median is not independent, 

it should hopefully be a closer approximation of the true concentration as it averages out random 



uncertainty effects on the various instruments. Strictly speaking the x-axis values neither fulfil the 

requirements of a independent, equal measurement nor that of an independent reference variable. 

In addition, this was the approach previously used by von Bobrutzki et al. (2009). 

 Since, we are not interested in the p-values associated with the regression and are instead primarily 

using the lack of fit (via the R2) and the fit coefficients for understanding the performance of the 

instruments we do not believe it is actually so important. By contrast, we did opt for orthogonal 

regression for the comparison of individual instruments, e.g. Section 3.8. 

 

Specific Comments: 

Title: Could the title be more specific to the experiments and findings? Maybe something like 

“Exploring best practices for gas-phase NH3 monitoring: An in-situ comparison of 13 instruments in 

Southeast Scotland”. 

Many thanks to the reviewer for the proposed title, we however would propose that we keep the 

original title as this study does not provide the evidence that is required for the best practices for NH3 

measurements. This study instead explores the current deployment practices by instrument operators 

and the effect this has on performance. We do not think that the findings are specific to the site where 

the comparison was performed. 

 

Abstract: The Abstract could be streamlined a bit by relocating some of the context to the 

Introduction. It could also be added that NH3 is an unregulated pollutant in many countries. Listing 

each instrument make and model could be solely addressed in the methods section. 

We have now reviewed and edited the abstract and highlighted as requested that NH3 remains 

unregulated in many countries. Below is the revised abstract:  

“Ammonia (NH3) in the atmosphere affects both the environment and human health. It is therefore 

increasingly recognised by policy makers as an important air pollutant that needs to be mitigated, 

though it still remains unregulated in many countries. In order to understand the effectiveness of 

abatement strategies, routine NH3 monitoring is required. Current reference protocols first developed 

in the 1990s, use daily samplers with offline analysis but there have been a number of technologies 

developed since, which may be applicable for high time resolution routine monitoring of NH3 at 

ambient concentrations. The following study is a comprehensive field intercomparison held over an 

intensively managed grassland in South East Scotland using currently available methods that are 

reported to be suitable for routine monitoring of ambient NH3. In total 13 instruments took part in the 

field study, including commercially available technologies, research prototype instruments and legacy 

instruments. Assessments of the instruments’ precision at low concentrations (< 10 ppb) and at 

elevated concentrations (maximum reported concentration of 282 ppb) were undertaken. At elevated 

concentrations all instruments performed well on precision (r2 >0.75). At concentrations below 10 ppb 

however, precision decreased and instruments fell into two distinct groups with duplicate instruments 

split across the two groups. It was found that duplicate instruments performed differently as a result 

of differences in instrument setup, inlet design and operation of the instrument.  

New metrological standards were used to evaluate the accuracy in determining absolute 

concentrations in the field.  A calibration-free CRDS Optical Gas Standard (OGS, PTB, DE) served as an 

instrumental reference standard, and instrument operation was assessed against metrological 



calibration gases from i) a permeation system (ReGaS1, METAS, CH) and ii) Primary Standard gas 

Mixtures (PSMs) prepared by gravimetry (NPL, UK). This study suggests that though the OGS gives 

good performance with respect to sensitivity and linearity against the reference gas standards, this in 

itself is not enough for the OGS to be a field reference standard because in field applications a closed 

path spectrometer has limitations due to losses to surfaces in sampling NH3, which are not currently 

taken into account by the OGS. Overall, the instruments compared with the metrological standards 

performed well but not every instrument could be compared to the reference gas standards due to 

incompatible inlet designs and limitations in the gas flow rates of the standards.  

This work provides evidence that though NH3 instrumentation have greatly progressed in 

measurement precision, there is still further work required to quantify the accuracy of these systems 

under field conditions. It is the recommendation of this study that the use of instruments for routine 

monitoring of NH3 needs to be set out in standard operating protocols for inlet set-up, calibration and 

routine maintenance, in order for datasets to be comparable.” 

 

P3, L15. Flip phrase to read as “not all NH3 is captured” 

The text has been updated as suggested.  

 

P3, L35. There are many similarities between this work and a prior report by von Bobrutzki et al., 2010, 

which is referenced several times throughout this work. From the text it seems that the main 

advantages of this intercomparison are the addition of newer instruments/technology and the 

evaluation of traceable gas standards. Are there other advancements in this work in terms of the 

experiment objectives, experiment design, and application of lessons learned from von Bobrutzki? For 

example, this work uses pairs of identical instruments outfitted with different inlets to characterize 

artefacts due to the setup itself. This is a unique feature of this experiment that ought to be clearly 

outlined as a focus of this paper in the intro. The experiments related to this comparison and any 

additional setup should be clearly described in the methods section. 

We thank the reviewer for highlighting this gap. In the introduction we have revised the last paragraph 

of the text to outline some of the unique features of this study.  

“This study reports a field intercomparison within a European Joint Research Project (EMRP), 

Metrology for NH3 in ambient air (MetNH3,(Pogány et al., 2016)). MetNH3 aimed to improve 

comparability and reliability of ambient air NH3 measurements by achieving metrological traceability 

for NH3 measurements in the amount fraction range 0.5-500 ppb from primary certified reference 

material (CRM) and instrumental standards to the field level. In this study 13 instruments, including 

commercially available technologies, research prototype instruments and legacy instruments were 

deployed and exposed concentrations from background (<10 ppb) to elevated (>200 ppb). The 

instruments included: an online ion chromatography system (MARGA, Metrohm-Applikon,NL), two wet 

chemistry continuous flow analysis systems (AiRRmonia, Mechatronics, NL), a photoacoustic 

spectrometer (NH3 monitor, LSE, NL), two mini Differential Optical Absorption Spectrometers 

(miniDOAS; NTB Interstate University of Applied Sciences Buchs, now part of "Eastern Switzerland 

University of Applied Sciences, CH and RIVM, NL”), as well as seven spectrometers using cavity 

enhanced techniques: a Quantum Cascade Laser Absorption Spectrometer (QCLAS, Aerodyne, Inc. US), 

Picarro G2103 Analyzer (Picarro US), an Economical NH3 Analyser (Los Gatos Research, US), Tiger-i 

2000 (Tiger Optics, US) and LaserCEM® gas analyser (AP2E, FR). In this study we evaluate the precision 



of these instruments by comparing their data to the ensemble median and studying the between 

instrument variability, including those operated on a common manifold, as recommended by von 

Bobrutzki et al. (2010). The importance of set-up on precision is also considered through the use of 

duplicate instruments with different inlet design. Metrological methods developed under the MetNH3, 

are also evaluated under field conditions as standards for determining the accuracy of the 

instrumentation deployed, as previous studies of the metrological applications have focused on 

laboratory studies (Pogány et al., 2016, 2021).  Overall we discuss recommendations for future 

LTMHTR ambient NH3 measurements, considering instrument capabilities and sampling set-ups to 

achieve high precision for use in routine monitoring of NH3 and where further developments are still 

required in determining the accuracy of ambient NH3 measurements.“ 

In addition, we have also revised the text in Section 2.3.2 to outline how instrument set-ups were 

modified in order that an evaluation could be undertaken against the ReGAS. We have moved 

information from Section 3.9 and added additional information into the method Section 2.3.2 in order 

to clearly describe the set-up. Section 2.3.2 reads as follows: 

“The instruments that were evaluated against the ReGaS (i.e. the LSE, Picarro #2, LGR#1, LGR #2 and 

the Tiger Optics) were transferred from the Pyrex manifold to the Teflon manifold for this purpose. Due 

to the maximum flowrate of the ReGaS1 (5 l min-1) the LGR #2 did not use its external pump but was 

reliant on the internal pump of the instrument, so had a flow rate of 0.25 l min-1 which equates to a 

residence time of 11.0 s for the inlet, which is slower than LGR #1. The system was set for the following 

concentrations in sequence for the duration of 31 minutes each: 0 ppb, 9.98 ppb, 24.39 ppb, 39.71 ppb, 

2.95 ppb and 1.02 ppb. Unfortunately, the data of the following instrument was excluded from the 

analysis; the LGR #1 concentrations remained low even at elevated concentrations indicative of a fault 

and the Tiger Optics reported 0 ppb as it could not detect concentrations below the 10 ppb detection 

limit. As a result in this study only information from the OGS, LSE and LGR#2 are evaluated against the 

ReGAS.” 

In Section 3.9 we have now revised the text to also mention the average concentration reported from 

the blank at the start of the comparison. The text reads as follows: 

“As previously stated the LGR #2, LSE and OGS were compared to the ReGaS1 calibration system. For 

0 ppb it was found that the instruments reported the following average concentration during the of 

LSE: -0.77 ppb, LGR #2: 0.16 ppb and the OGS: 0.14 ppb (refer to Figure 13). The LGR #2 performed 

poorly compared to the other instruments. H however it is noted that the instrument was operated on 

a lower flowrate compared to that used during the field campaign (Table 1) resulting in a slower time 

response. It is evident in Figure 13a that the LGR #2 was still stabilising and had not reached 

equilibrium. LGR #1 was part of this calibration; however, it developed a fault therefore no results are 

reported here.” 

 

Figure 1. This is a nice photo of the field site. It gives a lot of perspective for the experiments. It would 

help to add a wind rose or an arrow to show the predominant wind direction during the study period. 

We have added a wind rose for the period of the 23nd to the 29th August to give perspective of the 

main wind directions, whilst the comparison was undertaken. Please refer to the annotated 

manuscript to see the updated figure.  

 



Table 1 is missing accuracy, precision, and range information for the miniDOAS #1 – add symbols like 

n/a or (-) unknown.  

Table 1 has now been updated for miniDOAS#1. 

 

The LGR #1 and LGR #2 response times look to be flipped. The LGR#2 with the higher flow rate should 

have a faster response time of 1 s. 

The reporting time in Table 1 is the interval for reporting concentration by the instrument and not the 

response time. We have now added the following text to the caption to make clear why there are 

differences between the same instruments  

“(Note: Reporting time by the instrument was selected by the operator)”. 

 

There are 13 instruments compared in this study, yet there are 15 rows in the table. Should the OGS 

and the ALPHA sensors be separated from this table or distinguished in some way. Maybe this is simply 

fixed with a footnote to clarify the usage of the OGS and ALPHA samplers. It would also be helpful to 

further explain the dependency of the Picarro#2 and the OGS in a footnote in the table. Further, the 

acronym OGS has not been defined yet in the manuscript. 

The OGS has moved to the bottom of Table 1 to make a clear definition from the 13 instruments to 

ensure that it is distinct from the instrumentation being assessed, please refer to the table for further 

details. The following footnotes have been added to the end of Table 1 to describe the ALPHAs and 

OGS presence: 

“2 Reference method used to assess the homogeneity between mini DOAS and reflectors, 3 Metrological developed 

algorithm which uses Picarro #2 (refer to Section 2.3.1)” 

Table 2. Add another row to specify if the inlet components are heated or not. For instruments that 

do have heated inlets, at what temperature are they maintained?  

This has been added to the Table 2.  

 

For consistency, change “N” to “No” for the AiRRmonia#1 filter .  

Apologies for this error. This has been corrected.  

 Is “diameter” meant to be the inner diameter of the tubing or the nominal outer diameter? The i.d. 

of the tubing will be the most relevant for your residence time calculations, so that could be the better 

parameter to include in this table. In either case, please clarify.  

This is the inner diameter. The text in Table 1 has now been added.  

 

  



Is there a reason that the manifold inlet and manifold itself are made from different 

materials?  

The manifolds available to the authors were limited due to the number of instruments and high air 

flow required.  

 

Is there any research on how NH3 sticks to uncoated Pyrex surfaces?  

We are not aware of any research on how NH3 sticks to uncoated pyrex surfaces. As stated above the 

manifold used was due to the availability of authors at the time. Ideally in future work a manifold 

made with a material to minimise the losses to manifold walls would be recommended.  

 

I find it interesting that all of the instruments on the common inlet use a filter. Was that 

planned?  

This is an interesting observation. No this was not by design, but partly reflects that all instruments 

that use filters have a similar need for inlet lines and flow rates. We have now updated Section 2.2 

regarding the set-up to highlight that it was not by design the instruments on the manifold.  

“All participants were given the opportunity to sample from a common high flow inlet, where 

applicable”.  

 

Some additional explanation of the parameters for the unique inlet system associated with the QCLAS 

are likely needed in Table 2 and Section 2.2.3. This instrument setup is unique in that it uses a heated 

inertial inlet with a critical orifice to separate particles from the airstream. It also requires a rather 

large capacity scroll pump to create a sample flow rate of 13 l min-1. It is also important to distinguish 

the size of the critical orifice (~1 mm) located inside the inertial inlet compared to the size of the tubing 

(typically 3/8” o.d., ¼”i.d.). 

To highlight the point that though no filter is used an inertial inlet is used instead to remove particles 

in the table a footnote has been added for the QCLAS when it states no for a filter. The additional 

footnote is as follows:  

“1An inertial inlet is instead of a filter was used to remove particles from the air stream. It is estimated 

to be about 90% efficient, depending on particle size. Refer to section 2.2.3 and Roscioli et al. (2016) 

for further details.“ 

 

 

P8, L9: How often are the passive ALPHA samplers collected and analyzed? Please include this 

information in the description in the methods section.  

The following text has been added on the deployment and analysis of the ALPHAs. “. The ALPHAs 

were exposed in triplicate, with a shelter, at each position for two periods; Period 1: 22/08/2016 16:35 



to 29/08/2016 16:29 and Period 2: 29/08/2016 16:29 to 05/09/2016 17:42. Chemical analysis was 

undertaken using flow injection conductivity analysis using an AMFIA (ECN, NL)”.  

 

P8, L34: It isn't clear here why the correction was not included. I think this is explained later in Section 

2.3.1. It would help to add a reference here to the explanation in the later section.  

The paper of Martin et al. (2016) was published only a month before the field campaign and it was 

therefore not feasible to upgrade the instruments before the field campaign. We have modified the 

text as follows: 

“..however, this correction was not yet released by the manufacturer at the time of the field study and 

thus was not yet implemented in the participating instruments.” 

 

P8, L37. I suggest moving the last sentence of this paragraph to Section 2.3.1 where the OGS is 

described. This information gets lost here and is better served in the other section.  

We have moved as suggested the last sentence to Section 2.3.1.  

 

P9, L16: Background subtraction from routinely measured zeros seems to be another unique feature 

of this instrument’s operations. Were any other instruments routinely zeroed throughout the 

measurement campaign?   

It is correct this is a unique feature of the QCLAS to do background subtractions. None of the remaining 

instruments (which are mostly considered “plug and play”), were set up with user-managed 

background subtraction. It is only an option with the Aerodyne QCLAS.  

It seems like this would be a fairly important step for all instruments to accurately report NH3 mixing 

ratios. It is also interesting that N2 was used for the zeros instead of zero air. While using N2 should 

not impact a zero calibration, a prior study showed that span calibrations on top of N2 compared to 

zero air produced a spectroscopic artefact up to 10% (Pollack et al., 2019; 

https://amt.copernicus.org/articles/12/3717/2019/). 

The objective of the background subtraction with the aerodyne instrument was to remove the 

background spectral features and any optical interferences such as fringes. We agree that N2 is 

sufficient for the zero calibration and no span calibrations were performed. The note that it can result 

in a spectroscopic artefact when used for span gas dilution is not applicable here, but it is interesting 

and the magnitude would likely depend no the exact setup of the QCL, the spectral line used etc. 

However, the reference does not seem to address this issue?  

 

Section 2.3.1: What wavelength does the OGS operate at? What is the uncertainty of the absorption 

cross section (or line strength) at this wavelength? How does this impact the overall uncertainty of the 

OGS calibration system? 

We have added the following with regards to the uncertainty with regards to the OGS: 

https://amt.copernicus.org/articles/12/3717/2019/


“An expanded uncertainty of 1 % could be achieved for the line intensity of the two strongest NH3 lines, 

which allowed the total uncertainty of the retrieved NH3 concentration to be decreased down to 3% 

(k=2, 95 % confidence interval). Further important contributors to this uncertainty are spectral line 

broadening coefficients or the choice of the fitted spectral model.”  

In addition, we have added a sentence to Section 2.3.1 to emphasize that the OGS uses the same 

hardware (I.e. same spectral range, same absorption lines) as the Picarro G2103 instrument. The exact 

spectral range is 6548.50 to 6549.25 cm-1, corresponting to 1.527 m. 

“The OGS essentially extracts and re-evaluates the Picarro raw spectra, hence it uses the same 

hardware but a completely different evaluation and different spectral reference.” 

 

P11, L36: “associated with long stabilization times” 

Many thanks for the suggested correction.  

 

Section 2.3.2: Please specify the carrier gas used. N2 versus air can have different effects on NH3 

permeation devices and spectroscopic artefacts. 

Apologies for this omission. The NH3 permeation system used a zero grade synthetic air. The details 

are now outlined in the section as follows: 

“It employs as the NH3 source a permeation device in a temperature-controlled oven and two dynamic 
dilution steps with mass flow controllers to obtain the required amount fractions using zero grade 
synthetic air (SA) (158283-L-C, BOC). Additionally, a commercially available gas purification cartridge 
(Microtorr, model MC 400-203V SAES Getters, Pure Gas Inc.) was used for additional synthetic air 
purification. According to the product specifications, the outflow of purified SA should contain less than 
100 pmol/mol H2O and less than 100 pmol/mol CO2. The content of acids, bases, organics and 
refractory compounds in the outflow should not exceed 10 pmol/mol. The Microtorr purification 
system is based on inorganic sorbent materials and operates at normal ambient temperature (no 
heating or cooling required). The connectors of the cartridge are made of stainless steel. ” 

 

Figure 2. Please add something (e.g., shaded bar, horizontal arrow, red dashed lines) to indicate the 

period of data used for the instrument intercomparison (which I think is 23 Aug to 29 Aug). Is there a 

reason that the remaining data in the timeseries up to 02 September was not included in the 

intercomparison? 

To avoid confusion the period presented has been reduced to the 23rd August to the 29th August which 

only encompasses the period that data was used for comparison study. 

 

Figures 3 and 5 make me wonder how the instruments were time aligned prior to correlation analysis. 

Were inlet delays account for prior to averaging to 1 hour? Please clarify in the text. 

In Figures 3 and 5 no alignment was carried out to account for the time response of the instrument. 

The text has been revised in Section 2.4 on data analysis to make clearer the handling of the data.  

“To facilitate direct comparisons, data were averaged to 1 hour, unless stated otherwise, to match the 

reporting time of the slowest instrument.”  



Figure S2. This is an interesting figure. It seems as if there was less atmospheric stability during the 

intercomparison period, yet much larger stability during the period immediately after the study period 

(29 Aug thru 2 Sept). How do the instruments compare during the more stable period? Are there any 

observable differences? This would be an interesting comparison to add to this study that would be 

within the scope of this study. Also, there is a typo in the caption; the date range should be from 

22/08/2016 to 03/09/2016. 

To stop confusion we have modified the Figure S2 to only show the period from the 23rd August to 

29th August.   

 

Figure 4 could be moved to the SI if you feel this paper is too lengthy. 

Figure 4 is important for understanding how a passive sampler performs compared to a routine 

instrument, as well as information on the homogeneity of the path of the miniDOAS instruments for 

the whole period. We will keep it within the main text.  

 

  



Section 3.4: Can you comment on the effects of a heated vs. unheated inlet? See Ellis et al., 2010 for 

reference. Some additional comments about the utility of a heated inertial inlet for filterless 

separation of particles could be included here. 

We cannot comment on the basis of the experiment as performed as there are other factors at play 

such as residence time, flow within inlet we would not be able to disentangle the effect of the heated 

inlet here as only the LGR #2 and the QCLAS were heated. Strong heating is likely only really a viable 

option downstream of the removal of the particle phase as in the QCLAS setup as it could otherwise 

result in evaporation of volatile aerosol components such as ammonium nitrate.  

 

Section 3.3: Does the ensemble median include LGR#1? If yes, how does the ensemble median and 

related statics change if this measurement is excluded? 

The ensemble median presented does not include LGR #1 due to the poor performance. This is stated 

in line 7 on p 19 of the revised text. We have updated the figures 8 and figure 9 to make clear that 

both the LGR #1 and Tiger Optics were excluded from the ensemble median calculations. Revised text 

is below: 

 

“Figure 2. Intercomparison of hourly instrument averages from 22/08/2016 to 29/08/2016 to the 
ensemble median (excluding LGR #1 and Tiger Optics) when the median <10 ppb NH3. Green circles are 
the data removed after applying a met filter (<0.8 m s-1 and |(z-d)/L| > 0.1). The green and black 
legends are the correlations of the unfiltered data and the filtered data, respectively. The solid black 
line is the 1:1 line.” 

 

“Figure 3. Intercomparison of instruments (hourly) averages from 22/08/2016 to 29/08/2016 to the 
ensemble median (excluding LGR #1 and Tiger Optics) when the median is equal or greater to 10 ppb 
NH3. Data were filtered for low wind speed and stable/unstable conditions that could have led to 
inhomogeneity at the site.” 

 

Figure 6. Change CV limit to 20% in caption to be consistent with figure and discussion 

text. Apologies for this error, the text has now been corrected.  

 

  



P18, L13: Is the response time truly different under ambient conditions? Without the same level of 

fine structure in Figure 7b as in Figure 7a, it is difficult to accept the levels of smoothing applied to the 

DOAS under ambient conditions to match the profiles of the AiRRmonia and Picarro instruments. Can 

you include another trace in 7b to show the DOAS signal with the same level of smoothing as in 7a? 

This would help highlight whether additional smoothing of the DOAS is indeed needed to match the 

features of the AiRRmonia and Picarro instruments under ambient conditions. 

We have now updated Figure 7 to include an additional line in Figure 7b which is the smoothing  

applied in 7a) to demonstrate to the reader the loss in structure and reduced concentrations detected 

at ambient concentrations. 

 

Figure 4. Smoothed time series of miniDOAS #1 (black dotted line) calculated from the 1-minute miniDOAS #1 signal (grey line) until 

fitting by eye the time series is similar to the reporting data of individual instruments. a) Elevated concentrations following fertilisation 

(fertiliser applied from 11:00 23/08/2016) b) ambient concentrations.  The blue line on panel b) represents the smoothed time series 

using the time-response derived from elevated concentrations from panel (a) to visualise the significant additional smoothing 

encountered under ambient concentrations. 

 

  



Figure 8. The met filter looks like it could have induced some bias in some of the fits. The met filter 

was applied to eliminate low wind speed and unstable conditions that could have led to 

inhomogeneity between the inlets at the field site. But didn’t the ALPHA samplers indicate that there 

was homogeneity during the study period? What do the fits look like without the met filter? At a 

minimum, you should comment in the text about any differences in fits with and without the met filter 

applied. 

The data presented in Figure 8 includes all data below 10 ppb with the open circles being the data 

removed after the met filter was applied. The green legend provides information of the comparison 

for all data, whereas the black legend is the filtered data as outlined in the caption. So the bias is 

reflected in the difference of the two fits. It is likely that stable conditions that occurred would lead to 

inhomogeneity of the concentration field and is where the highest concentrations are observed, which 

the LTMHTR instruments reported. As we have already stated in the text there was an observed 

improvement in the precision by applying a met filter (R2) however we acknowledge the slope and 

intercept did alter through the application of the filter on some instruments. For example, for the LGR 

#2 the slope reduced and the intercept increased due met filter being applied.  We have now revised 

the text to include the following in the manuscript:  

“It is noted, that the slopes and intercepts changed in applying a meteorological filter. In general 

instruments with faster response found their slopes reduced, whereas the reverse was observed for the 

instruments with the slower time response. With the exception of the AP2E, slopes after filtering were 

closer to unity and with the additional exception of Picarro #2 the intercepts decreased. For the 

remainder of this discussion however we will only discuss the filtered data. ” 

In addition we have modified Figure 8 by colouring the open circles green, in order that it easier for 

the reader to relate to the green legend:  



 

Figure 5. Intercomparison of hourly instrument averages from 22/08/2016 to 29/08/2016 to the ensemble median 

(excluding LGR #1 and Tiger Optics)  when the median <10 ppb NH3. Green circles are the data removed after applying 

a met filter (<0.8 m s-1 and |(z-d)/L| > 0.1). The green and black legends are the correlations of the unfiltered data and 

the filtered data, respectively. The solid black line is the 1:1 line and red dashed line is the fit. 



Section 3.6: What would you consider to be a reasonable deviation from 1 for the slopes? How does 

this compare to the deviation in the ensemble or with the reported measurements uncertainties in 

Table 1? For example, if the spread around the ensemble median is 20%, would slopes ranging from 

0.80 to 1.20 be considered good? 

20% spread around the ensemble median slope (0.8-1.20) would not be considered good from an 

analytical chemistry or an air quality monitoring perspective, i.e. it would only be within “indicative” 

agreement if the x-axis had a traceable reference method. Ideally, the ammonia measurement 

community should be working towards <10% spreads, with world class results <5% for ambient 

ammonia measurement intercomparisons. The 20% spread means the quantitative concentration 

values must be regarded with caution, particularly if used together. This said, the absolute value of 

the discrepancy from the ensemble median must be treated with caution as this chosen reference 

itself may be biased. It is worth noting again that all instruments measured similar temporal variability.  

It would also be interesting to see how the fast instruments compare with an ensemble average of 

only the fast instruments (like on a 1 min average timescale). Was this something you tested? Can you 

comment on whether the results would be different? 

We did not compare all the instruments at a higher temporal resolution as it is beyond the scope of 

this work and as demonstrated the inlet is a limiting factor for instruments that have a high reporting 

resolution. The purpose of this paper is to evaluate the performance for hourly temporal resolution, 

which an averaging period typically reported within air quality networks.  

Data in Figures 8 and 9 are split into NH3 > 10 ppb and NH3 < 10 ppb. This was done to be able to best 

compare the NH3 < 10 ppb data with the findings in von Bobrutzki. Please include additional discussion 

of how this work compared with the findings in the prior work.  

We thank the reviewer for this suggestion. We have added the following text to Section 3.6 

“The work here comes to a similar conclusion with regards to the slope for the QCLAS, as von Bobrutzki 

et al. (2010) who also reported a slope less than 1 when compared to the ensemble median of the 

partaking instruments. The two studies however differ in that there it is not a clear split on the 

performance of the wet chemistry instruments. In von Bobrutzki et al. (2010) found all the wet 

chemistry instruments had a slope >1, whereas in this study at > 10 ppb the AiRRmonia#1 had a slope 

>1, whereas the reverse is observed for MARGA and AiRRmonia #2. This potential highlights how 

performance varies with set-up, but could also reflect further progress in the development of the 

spectroscopic techniques since the 2010 study.” 

 

Does separating the data points by NH3 mixing ratio prior to intercomparison analysis generate any 

bias? It would be helpful to see the results of the intercomparison fits using all data, which could be a 

nice figure in general to include in the SI.  

We separated the concentrations as higher concentrations are likely to effect the fit of the regression 

and we wanted to determine the performance of systems for ambient conditions. We have added as 

suggested the comparison for the whole concentration range to the supplementary material to allow 

the reader to compare the differences.  We have update the main manuscript to state:  

“The intercomparison is presented for the full dataset, however, in Figure S4 in the Supplementary 

Material.”. 

At the risk of cluttering the figure, it also seems appropriate to also include the actual fits in each plot. 



We thank the reviewer for this suggestion. We have now updated both Figures 8 and 9 to include the 

fit and revised the caption text of both figures. 

 

P24, L1: Are the least squares regressions 1-sided or 2-sided? Please specify. See general comment 

above. 

We have undertaken a linear regression and not an orthogonal regression. Refer to response to 

general comments for further information. 

 

P24, L6: It seems as if the LGR#1 instrument was having some issues during this experiment. Would it 

be better to exclude the data from LGR#1 from the paper altogether? Do you have specific reasons 

for keeping it in this intercomparison? Was the LGR#1 was included in the ensemble median? Please 

clarify your reasoning in the text. 

It is already stated that the LGR was not included in the calculation of the ensemble median, please 

refer to Section 3.5.  Though the LGR #1 did perform well during the experiment, the point being made 

by the authors is that 1) set-up is vital and 2) quality assurance processes need to be put into place if 

the plug and play instruments are to be integrated into routine monitoring across the world. If it had 

not been due to comparing to other instruments, it is unlikely that the operator would have identified 

an issue. We have reviewed our discussion on this point in Section 4.1 to highlight this risk.  

“Unfortunately, an assessment of the drift of instrumentation studied using the ReGAS was not 

possible during this study. It is recommended that such an assessment is undertaken in future studies. 

However, it provides evidence that regular calibration span checks are required to be carried out to 

determine the accuracy and precision of instrumentation, especially instrumentation considered to be 

plug and play instruments which are thought to be stable in time. If it had not been for the comparison 

with other instruments, the poor performance of LGR#1 may have taken longer to identify if operating 

in isolation.” 

Figure 10. What does the color scale correspond to? Please clarify in the caption. Add labels “a” and 

“b” to plots.  

Apologies if this is not clear. We have now added a and b labels to the figure and the following to the 

caption. “The colour scale relates to the magnitude of the correlation coefficient.” 

 

P26, L15: What the was the temperature of the LGR#2 inlet? Was it high enough to thermally 

dissociate enough NH4NO3 to impact the measurement? Gentle heating (<40 degC) might not have a 

huge impact on the measurement on the sampling timescale (e.g., Fig 4a in Huffman et al., 2009; 

https://doi.org/10.5194/acp-9-7161-2009). 

The LGR #2 inlet was heated to stabilise between 40°C to 70 °C, we have now added this information 

into the method section 2.24. Volatilisation of the aerosol is minimised where its residence time in the 

inlet is very short; however, there is the potential for some aerosol that collects on the inlet walls to 

volatilise and thus result an artefact.  

https://doi.org/10.5194/acp-9-7161-2009


“During the campaign two LGR instruments were used; LGR #1 used its internal pump (0.25 l min-1) and 

LGR #2 used an external pump (2.3 l min-1); in addition, the inlet for LGR #2 was heated to stabilise 

between 40°C to 70 °C (refer to Table 1 and Table 2 for further details).” 

 

Figure 11. Since the instruments compared in this figure all have relatively fast response times (1 

minute or less), would it be more realistic to compare them on a 1-minute timescale? 

As the analysis of the normalised distribution and coefficient of divergence was performed for all 

instruments, the data had to be averaged to the slowest reporting time which is 1 hour and so it was 

only appropriate to present hourly averages. This is also the resolution at which air quality monitoring 

data is often reported. As seen in Figure 15 by reporting higher temporal resolution the data would 

have more scatter and be no longer comparable to the ND or CD presented. Future studies can focus 

down on the higher time resolution as needed by a particular application.  

 

Figure 12. Please clarify what height means in the caption. Does it have units? It would be helpful as a 

quick reference to include labels in the figure about what the different grouping are. You could easily 

add this by changing the outline colors to match a legend or a description in the caption? 

We have now updated caption text to explain the height and the coloured boxes.  

“Figure 6. Euclidean distances between instruments based on their coefficients of divergence for the 

period of the 23/08/16 00:00 to 29/08/16 01:00 based on their hourly averages. Height relates to the 

order at which the clusters occurred. The red boxes indicate the instruments that are clustered 

together.” 

 

P29, L11: Do you mean Figure S4? Apologies for this error. This should have been Figure S4. This has 

now been corrected in the manuscript.  

 

Table 4: Fix table header to correspond with proper figures in the SI (S4 and S5). Add a footnote to 

highlight the relationship between Picarro#2 and OGS. 

Apologies for the error. The figures have been corrected and the following footnote has now been 

added to Table 4:   

“*Note: The spectra from the Picarro #2 are used to produce the OGS” 

 

P34, L17: Based on lessons learned from this study, can you provide a recommendation for how often 

routine calibrations (zeros and spans) ought to be performed if one or more of these measurement 

techniques are used at a surface monitoring network site? 

Though we have been able to highlight the importance of frequent checks with zeros and spans, we 

have been unable in this study to demonstrate the frequency at which these should be undertaken. 

Further work with a longer comparison study would be required to determine the ‘drift’ which is likely 

to impact the accuracy and precision of instruments for surface monitoring networks.  

 



Section 4.3: Based on lessons learned in this study, can you provide additional recommendations 

about inlet setup? It is not surprising that instrument manufacturers do not specify a schedule for 

calibrating and servicing, as it is largely dependent on how, where, and under what conditions the 

instrument is utilized. Instead, there could be a list of indicators to watch for that could signal a user 

to perform routine maintenance. For example, a prior works (Pollack et al., 2019; Ellis et al, 2010) 

showed that increases in the response time to a step change in NH3 from a calibration source was a 

good indicator of when the instrument inlet needed to be cleaned. 

The drift of the instruments should be monitored (e.g. daily or weekly) by operating a standard. 

However, this was not done in the study as most instrument systems (instrument plus inlet and pumps 

etc.) were not configured for this to be a routine activity. In a longer term field intercomparison or 

network study initiating operations with a high frequency of quality assurance (zero, span, response 

time) would enable the development of maintenance schedules to maximise measurement quality.  

We updated Section 4.2 to reflect the reviewer’s comments to give further recommendations with 

regards to inlet design:  

“It therefore would be the recommendation to operate, where an inlet is required, to minimise the 

wall interactions by minimising the length of inlet used, residence time and surface to volume ratio of 

the inlet “ 

In addition we have updated text in Section 4.3 to include the following: 

“It would be advisable that a standard is also used on a frequent basis to determine the contamination 

of the set-up, as previously demonstrated by Ellis et al. (2010) and Pollack et al. (2019), who observed 

that inlet contamination can be identified via an increase in the calculated time response. In addition, 

a standard inlet design needs to be agreed (where applicable). Evidence from the Picarro and 

AiRRmonia set-ups in this study (Figure 14) would suggest that this can lead to losses of information 

of the temporal pattern of NH3. Consideration is also required to determine if passivation of the inlet 

is valuable to routine air quality monitoring, as there is evidence that it can effectively reduce the 

interactions of NH3 with the inlet walls (Roscioli et al., 2016). Open path techniques, such as DOAS, will 

benefit from the availability of zero-air facilities, where instruments can check their zero level on 

ammonia free air. Work on such a facility is ongoing.” 

Figure 15. There are two panel b’s in this figure. 

Apologies this has now been corrected.  

 

Figure S1. There are inconsistencies in the labels used in the caption (a, i, 2, 3). The time resolutions 

in brackets are missing for some instruments in the figure. What do you mean by “raw” data in the 

timeseries? “Raw” typically implies uncalibrated data. Please clarify. 

We have now replaced the word raw with reported, added the reporting time series and corrected 

the labelling of the caption. See below the reviewed text for the caption:  

“Figure S1 Summary of the reported concentrations from the instruments on a linear scale for the whole 

range for a) instruments with individual inlet set-up b) instruments subsampling from the manifold and 

c) instruments on scaffolding. Number in brackets is the reporting time resolution of each instrument. 

The thick black line is the fertilisation of both fields and the black arrow indicates the point at which 

the laser position was changed on the LGR #1.” 

 


