Response to Anonymous Referee #1

We thank the reviewer for his/her constructive comments and suggestions on this manuscript, which are very helpful for us to improve our paper. Our responses to these comments are given below.

- **The lengthy introduction section covers irrelevant details of general cloud research but contains absolutely nothing about the actual problem addressed in the manuscript. The introduction must include a general overview of problems in the data processing, literature review on this topic, and explain which of these problems are solved in the study. In the current status, the motivation of the manuscript is not defined.**

**Response:**
Thank you for pointing out the deficiencies in our introduction writing. The main motivation of this manuscript is as follows:
The purpose of our design of TJ-II radar was to develop a cloud radar that is easy to promote and deploy. This puts a series of requirements on the radar, including economic cost, performance, usability, etc. The economic cost is mainly determined by the system hardware. The performance and usability are determined by both hardware and software. For performance, since TJ-II MMCR is a single antenna pulse Doppler radar with SSPA, it has less mean transmit power than both traditional pulse Doppler radars with TWTA and FMCW radars with two antennas. More weak signal situations will be encountered in detection, which needs more care in signal processing. For usability, our algorithm needs to be able to deal with various situations. As a result, in the development of TJ-II, we found that existing methods have some limitations in dealing with different situations. Therefore, we modified these methods to adapt to more situations and improve the performance of weak signal detection. All the responses below are based on this motivation to explain why we don't use the methods mentioned in the comment.
We're going to overhaul the introduction to better show our motivation.

- **The manuscript describes already existing methods slightly fine-tuned for the presented radar system. In my opinion, there is a severe lack of novelty in the manuscript. (1) In the section 3 the authors apply the segment method developed decades ago, the only difference is that the method is applied not just to a spectrum in a single range bin but to several range bins. It is hard to consider this as a novel approach. Also, it is not clear why the authors try to solve the noise estimation topic at all, since with modern computers there is absolutely no problem in applying the Hildebrand-Sekhon algorithm in real time.**

**Response:**
Aside from the computational load of the Hildebrand-Sekhon algorithm, there are some reasons we didn't take advantage of it:
The estimated noise level of range gates with signals will be significantly higher than the non-signal area. As shown in Fig.1, the difference between estimated noise levels is over 3dB. Since the detection of weak signals is more sensitive to noise level, the deviation fluctuation of the estimated noise level will greatly affect the detection performance of weak signals. As shown in Fig.2, just 1dB higher estimated noise level has greatly deteriorated the detection of weak signals.

As mentioned in Hildebrand-Sekhon 1974, the wider the width of the signal spectrum (velocity width) compared with the total frequency span (Nyquist velocity), the worse the estimated noise level due to the reduction in the number of points used for noise estimation. Our TJ-II radar, working at 94GHz, has less Nyquist velocity, leading to a wider proportion with the same signal velocity width than other lower frequency radars. It reduced the usability of the Hildebrand-Sekhon algorithm in more conditions.

In general, our requirement for noise level estimation is more accurate and stable for more situations. More samples lead to more accurate estimates. So, we expand the segments from one range gate to several range gates. Also, we select partial segments from the entire spectrum, not dividing the entire spectrum to reduce computation, nor from a specific area like farthest range gates or maximum velocity areas to prevent the presence of signals in these areas in some situations.

Fig.1 Comparison of noise level estimation methods (a) Raw power spectrum (b) Noise level estimated by three methods
Fig. 2 Effect of noise level estimation bias on weak signals. (a) Raw power spectrum (b) cloud signal mask result with noise level estimated by our method (c) cloud signal mask result with noise level 1dB higher than (b)

- (2) In the section 4, the authors suggest using a time-space filter to improve sensitivity. Such filters, however, have been routinely applied for decades (e.g. Clothiaux et al. 1995 JAOT, Marchand et al. 2008 JAOT). The performance of the authors new filter is very close to the Gaussian one. For a single presented case study (which is hard to consider as statistically significant), FAR and MDR are nearly the same (just a few % difference).

Response:
Indeed, the method of using time-space filters is not new, but the core lies in the filter kernels. The filter used in reference was designed based on the assumption that the noise obeys a normal distribution and for post-processing. At the power spectrum stage, the noise spectrum lines obey an exponential distribution according to our observation. At the post-processing stage, the noise is the sum of noise spectrum lines within one range gate and obeys normal distribution according to the central limit theorem. Therefore, it does not fit our use case in the power spectrum stage. Also, the referenced filters need at least five iterations. It needs a large computational source for real-time processing of the power spectrum stage. If combined with the Hildebrand-Sekhon algorithm for noise level estimating, there are fewer computing resources for the other processing of the whole system.

From the perspective of absolute value, it does not improve much and the overall error rate (mean of FAR and MDR) of our filter and the Gaussian filter at offset 0 is very similar (26.12% vs 25.75%). But from terms of relative value, at offset 1,2 they are (3.56% vs 4.70%) and (1.35% vs 3.10%), improved by 24% and 56% respectively. Another key performance is MDR in the full signal area. It is improved by 75% for weak signals.

- (3) In the section 5 the aliasing problem is solved by applying the dual pulse repetition frequency technique which has also been used for decades. Authors themselves give a long list of references. The spectral dealiasing is also not a new thing (e.g. Kuehler et al. 2017, Maahn and Kollias 2012).
Response:
The dual pulse repetition frequency technique is indeed a common technique, especially for common radars. But when it comes to the cloud radar, the targets, cloud, become body targets with a larger spectral width. It may cause a special half-folded state and needs extra pre-processing as described in the manuscript. Otherwise, a wrong result will be obtained. The special half-folded state was not mentioned in the references about the dual pulse repetition frequency technique. We also improved the selection method of positive and negative partitions to adapt to more situations.

There are some spectral dealiasing methods with single pulse repetition frequency, as mentioned in the comment, Maahn and Kollias 2012 and Zheng et al. 2016. They both used the iterative method. The difference between their methods is the determination of the initial value (or trusted value). Maahn and Kollias used the empirical relationship between the reflectivity factor and velocity. Zheng used the assumption that there is no aliasing at the cloud top. Also, the iterative process is also based on the condition that the velocity of adjacent range gates is continuous (the difference is not large). When any one of the initial conditions or iteration conditions fails, all subsequent results will fail. For example, the empirical relationship will change in different areas and weather conditions. Manual corrections are required for radar deployment and use. Continuity of velocity may fail for strong turbulence. Because of these limitations, we have used the dual pulse repetition frequency technique which even needs the cooperation of hardware. It will only fail due to the limitations of the radar itself, such as velocity over the new Nyquist velocity, or spectral width over the whole spectrum. Also, the result of each range gate is independent, one failure will not affect others.

Overall, all our methods were proposed to adapt to more situations and weak signal detection, improving the performance and usability of the TJ-II.
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