Average visibility that has been miscalculated

Zefeng Zhang, Hengnan Guo, Hanqing Kang, Jing Wang, Junlin An, Xingna Yu, Jingjing Lv, Bin Zhu

Key Laboratory for Aerosol-Cloud-Precipitation of China Meteorological Administration, Nanjing University of Information Science & Technology, Nanjing, 210044, China

Correspondence to: Zefeng Zhang (zhangzf01@vip.163.com)

Abstract. Visibility data are fundamental meteorological data widely used in many fields such as climate change, atmospheric radiation, atmospheric pollution, and environmental health. Calculating the average visibility is typically the first step when using visibility data. However, this study proves that the algorithm previously used to calculate average visibility is incorrect, leading to a non-negligible error in average visibility data. Moreover, the use of this incorrect algorithm not only artificially reduces the reliability of visibility data, but also affects the credibility and even the correctness of the conclusions reached in previous studies using visibility data. Therefore, we present the correct algorithm for average visibility, which should be applied to both future and previous research to significantly increase the reliability and application scope of visibility data.

1 Introduction

Visibility is a fundamental meteorological parameter (WMO, 1957, 2018). A large amount of visibility data has been accumulated through long-term observations at dense measurement sites (Pitchford et al., 2007; Singh et al., 2017). Changes in visibility not only influence aspects of daily life, such as ground transportation (Ashley et al., 2015; Peng et al., 2017), aviation (Herzegh et al., 2015), and navigation (Debortoli et al., 2019), but also have psychological effects on people's well-being (Li et al., 2018). As a parameter describing atmospheric extinction coefficients (Zhang et al., 2017; Field et al., 2009) and aerosol concentrations (Rosenfeld et al., 2007; Chen et al., 2005), visibility is widely used in research related to climate change (Rosenfeld et al., 2007; Vautard et al., 2009), atmospheric radiation (Wang et al., 2009; Wu et al., 2014), atmospheric pollution (Gunthe et al., 2021; Yang et al., 2017) and environmental health (Huang et al., 2009; Laden et al., 2006). This is because visibility (v) is determined as a function of the atmospheric extinction coefficient (b) at a given contrast threshold (ε)
(Koschmieder, 1924) (Eq. 1), and the extinction coefficient is predominantly determined by the aerosol concentration (Che et al., 2007).

\[ v = -\ln \frac{\varepsilon}{b} \]  

(1)

Calculating the average visibility is the most frequently performed task when using visibility data (An et al., 2019; Kessner et al., 2013; Zhang et al., 2010). Two methods of calculating the average visibility arise from Eq. 1. The first method directly calculates the average of visibility data using the algorithm shown in Eq. 2. The second method calculates the average extinction coefficient data first, then substitutes the averaged extinction coefficient into Eq. 1 to obtain the average visibility; the corresponding algorithm is shown in Eq. 3.

\[ v_2 = \frac{\sum_{i=1}^{n} v_i}{n} \]  

(2)

\[ v_3 = -\ln \frac{\varepsilon}{\bar{b}} \]  

(3)

where \( \bar{v}_2 \) and \( \bar{v}_3 \) represent the average visibility calculated using Eq. 2 and Eq. 3, respectively, \( \bar{b} \) is the average extinction coefficient, \( n \) is the number of measurements, and \( v_i \) denotes the visibility obtained in the \( i \)th measurement.

The question arises as to whether the average visibility values calculated by the algorithms of Eq. 2 and Eq. 3 are the same? If not, which is the correct algorithm? Unfortunately, the above questions have not previously been seriously discussed. Intuitively, Eq. 2 has been used as the correct algorithm to calculate the average visibility in previous studies (An et al., 2019; Kessner et al., 2013; Rosenfeld et al., 2007; Singh et al., 2017; Zhang et al., 2017), and Eq. 3 has never been discussed to calculate the average visibility. However, this study proves that Eq. 2 is incorrect, and should not be used to estimate other parameters, such as the concentration of PM2.5 (Chen et al., 2005), aerosol optical depth (Wu et al., 2021), mortality (Huang et al., 2009), etc. Eq. 3 is instead the correct algorithm for calculating average visibility. Therefore, the reliability of both visibility observations and the results of previous
studies using visibility data has been artificially reduced by the continuous use of an incorrect algorithm to calculate the average visibility.

2 Inferences

To determine the correct algorithm between Eq. 2 and Eq. 3, it is necessary to discuss the physical meaning of both algorithms. Because atmospheric visibility is mainly determined by aerosol particles (Wang et al., 2009), to simplify the problem, only the effect of aerosol particles on visibility is considered in this study. Assuming that a total of \( n \) measurements are made at the same site with the same time interval, Eq. 4 relates the mass concentration \( m \) and the mass extinction coefficient \( M \) of aerosol particles to the extinction coefficient, and to the visibility in the \( i \)th observation (Cheng et al., 2013).

\[
M, m = b_i = \frac{\ln \varepsilon}{\nu_i} \tag{4}
\]

It should be noted that it is the mass concentration and mass extinction coefficient of aerosol particles that determine the extinction coefficient and visibility of the atmosphere, not the other way around. Similarly, it is the average mass concentration and average mass extinction coefficient of aerosol particles during the observation period that determine the average extinction coefficient and average visibility during the observation period, not the other way around. Therefore, to calculate the average visibility during the observation period, we should first calculate the average mass concentration and the average mass extinction coefficient during the observation period, as shown in Eq. 5.

\[
\bar{m} = \frac{\sum_{i=1}^{n} m_i}{n}, \quad \bar{M} = \frac{\sum_{i=1}^{n} M_i m_i}{\sum_{i=1}^{n} m_i} \tag{5}
\]

Then, we establish the relationship of the average mass concentration and average mass extinction coefficient to the average extinction coefficient and average visibility of the atmosphere. The result is shown in Eq. 6.
A comparison of Eq. 6 and Eq. 3 indicates that they are identical. Therefore, the algorithm of Eq. 3 is the correct algorithm for calculating the average visibility. The following is a discussion of whether the algorithm of Eq. 2 is the correct algorithm, which is characterized by direct calculation of the average visibility using observed visibility data. Equation 7 shows the relationship between the average visibility calculated from the algorithm of Eq. 2 and aerosol particles. Equation 8 gives the relationship between the average extinction coefficient and aerosol particles.

\[
\bar{v} = \frac{\sum_{i=1}^{n} \ln \varepsilon}{n} = \frac{\sum_{i=1}^{n} b_i}{n} \Rightarrow \bar{v} = - \frac{\ln \varepsilon}{b} = - \frac{\ln \varepsilon}{M m} 
\]

(6)

The relationship of the average visibility and the average extinction coefficients to aerosol particles in Eq. 7 is significantly different from that in Eq. 6; therefore, the algorithm of Eq. 2 is incorrect. The error in Eq. 2 occurs because visibility is treated as an independent variable rather than a function of aerosol particles. This affects the average value of visibility data by increasing the weight of visibility data at low aerosol concentrations and decreasing the weight of visibility data at high aerosol concentrations. As an extreme example, if the concentration of aerosol particles was zero in the \(i^{th}\) measurement, it follows from Eq. 7 and Eq. 8 that the average visibility obtained from the algorithm of Eq. 2 would be infinitely large and the average extinction coefficient would be infinitely small, regardless of the concentration of aerosol particles in the other \(n-1\) measurements, which is clearly illogical.

This proves that Eq. 3 is the correct algorithm for calculating the average visibility, whereas Eq. 2 is incorrect. However, this does not necessarily indicate that previous average visibility values calculated using Eq. 2 are not credible. Actual visibility observation data are required to compare the differences between the average visibility values calculated by Eq. 2 and Eq. 3. If the difference is...
negligible, the average visibility obtained from Eq. 2 is also reliable. If the difference is considerable, then not only should the algorithm of Eq. 2 not be used for future calculations of average visibility, but the corresponding results of previous studies should be revised.

3 Relative error caused by the erroneous algorithm

To develop an intuitive understanding of the magnitude of the relative error in average visibility values calculated using Eq. 2, we analyze the visibility data measured at 1-min resolution by a CJY-1 visibility meter (CAMAX Measurement & Control Equipments Co., Ltd) on the campus of the Nanjing University of Information Science and Technology in Nanjing, China, during 2010–2017. The details regarding the observation site and instruments are given in Zhang et al. (2017).

Typically, the output of a visibility meter is the value of visibility. Therefore, the average visibility is calculated directly from the output visibility by the algorithm of Eq. 2. However, more steps are required to derive the average visibility using the algorithm of Eq. 3. First, the extinction coefficient in the $i$th measurement ($b_i$) is derived by substituting the measured value of visibility ($v_i$) into Eq. 1. Then, the average extinction coefficient is calculated using a total of $n$ extinction coefficients. The specific derivation process and results are shown in Eq. 9.

$$b_i = \frac{\ln e}{v_i} \Rightarrow \bar{b} = \frac{1}{n} \sum_{i=1}^{n} b_i = -\ln e \frac{1}{n} \sum_{i=1}^{n} \frac{1}{v_i} \Rightarrow \bar{v} = -\frac{\ln e}{\bar{b}} = \frac{n}{\sum_{i=1}^{n} v_i}$$

The hourly, daily, monthly, and yearly average visibility values calculated using Eq. 2 and Eq. 3 are shown in Fig. 1a and 1b, respectively. It is clear from the above discussion that Fig. 1a shows the erroneous average visibility calculated by the incorrect algorithm, whereas Fig. 1b shows the average visibility calculated by the correct algorithm. By substituting the values of average visibility during the corresponding period shown in Fig. 1a and Fig. 1b into Eq. 10, we obtain the relative error of the hourly, daily, monthly, and yearly average visibility calculated by Eq. 2. Figure 1c shows the distribution of the magnitude of relative error. The value of 96.3 in the lower-left corner of Fig. 1c indicates that 96.3% of the relative error of the hourly average visibility calculated by Eq. 2 falls within the range of 0–10%.

$$X\% = \frac{\bar{v}_2 - \bar{v}_1}{\bar{v}_1} \times 100\%$$

(10)
Figure 1: Comparison of average visibility calculated from the algorithms of Eq. 2 and Eq. 3: (a) average visibility calculated by the algorithm of Eq. 2. (b) average visibility calculated by the algorithm of Eq. 3. (c) distribution of the relative error of the average visibility calculated by Eq. 2.

As shown in Fig. 1, the average visibility calculated using Eq. 2 (Fig. 1a) is always higher than that calculated using Eq. 3 (Eq. 9) (Fig. 1b); therefore, all values of the relative error lie in the range of greater than zero. The results in Fig. 1 are not a coincidence because of the specificity of the measurement data, but an inevitable result that will appear when calculating the average of any visibility measurement data using the algorithms of Eq. 2 and Eq. 3. A more in-depth look at Eq. 2 and Eq. 9 (Eq. 3) reveals that Eq. 2 calculates the arithmetic mean of visibility, whereas Eq. 9 calculates the harmonic mean of visibility. It has been mathematically proven that, unless all values used to calculate the average are the same, the arithmetic mean is always greater than the harmonic mean; the greater the variation in the data, the greater the difference between the two (Ferger, 1931).

The relationship between the arithmetic mean and harmonic mean can explain the distribution of the relative error values in Fig. 1c. The range of the measured visibility values is typically related to the observation period. The longer the duration of observations, the larger the range of the measured visibility data. Therefore, the longer the observation period used to calculate the average visibility, the larger the relative error caused by the algorithm of Eq. 2. It is not difficult to understand why the relative error of the yearly average is larger than that of the monthly average, which is larger than that of the hourly average, according to the distribution of the relative error shown in Fig. 1c. Regarding the relative errors of yearly and monthly average visibility caused by the algorithm of Eq. 2 (Fig. 1c), most of the values
fall within the range of 30% to 70%, which is far greater than the typical range of measurement error of
visibility meters (WMO, 2018). Therefore, the error caused by the incorrect algorithm of Eq. 2 cannot
be ignored. Regarding the relative error of hourly and daily average visibility, although most of the values
are less than 30%, this does not mean that the average visibility can be calculated by the algorithm of Eq.
2 for short observation periods. Because sometimes the atmospheric visibility may change significantly
in a short time, the relative error of the average visibility calculated by Eq. 2 is large over this time period.

The largest relative errors in Fig. 1c caused by the algorithm of Eq. 2 fall into this category.

The only way to conclude that the average relative error caused by Eq. 2 is sufficiently small to
continue using this algorithm, despite knowing that Eq. 2 is incorrect for calculating the average visibility,
would be to perform statistical analysis of a large amount of visibility data obtained from different sites
at different times. However, to reject this conclusion, it is logically enough to be able to provide a counter
example. That is, the relative error range of the average visibility values calculated by Eq. 2 in this study
(Fig. 1) is sufficient to show that the error in average visibility arising from the incorrect algorithm is not
negligible.

4 Conclusions

This study proves that the algorithm that has been used to calculate the average visibility is incorrect,
and proves that the error in average visibility caused by the incorrect algorithm is not negligible. On this
basis, the correct visibility algorithm is proposed in this study. The average visibility has so far been
calculated from the incorrect algorithm, which will not only artificially reduce the reliability of visibility
data, but also affect the credibility and even the correctness of the conclusions reached in the previous
studies using visibility data. Therefore, not only should the correct algorithm be used to calculate the
average visibility in the future, but also the past visibility data should be revised, as this will significantly
increase the reliability of the visibility data and thus extend the range of applicability of the visibility
data. In addition, the error in the algorithm for average visibility occurs because of inconsistencies
between the measurement parameters and the target parameters. It cannot be excluded that similar
problems occur in other instruments, so it is necessary to analyze the measurement principles of different
instruments to avoid the recurrence of such errors.
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