Answer to Referee #2

Review of the manuscript amt-2023-153 entitled “Noise filtering options for conically scanning Doppler LiDAR measurements with low pulse accumulation” by E. Paschke and C. Detring

We would first like to thank the referee for reviewing our manuscript, the overall positive assessment of our work, and for the constructive comments. Below we will respond to the comments and point out changes we made as we revised our manuscript. The reviewer’s comments are in black italic; our responses are in blue.

General Comments

The manuscript entitled “Noise filtering options for conically scanning Doppler Lidar measurements with low pulse accumulation” presents the study of a series of post processing methods that can be used to reduce erroneous velocity estimations that are generated by a Doppler lidar. The objective is to increase the measuring accuracy of scanning Doppler lidar in those cases where the scanning speed of the lidar’s line-of-sight results in a low laser pulse accumulation. The authors investigate the impact of the increased accuracy of the radial speeds acquired by wind lidar profiler on the estimation of atmospheric turbulence kinetic energy.

This paragraph calls for a comment to avoid possible misunderstandings. As the generally provided output of the system we use the radial velocity estimates ($V_r$) and the associated signal-to-noise ration (SNR). We work with this output that is made available to the DL user and try to eliminate the incorrect radial velocities contained in the measurement time series. We DO NOT calculate the spectra from the raw data in order to estimate $V_r$ and SNR and do not intend to improve the accuracy of the DL radial velocity estimates. In order to express this more clearly in the manuscript, we have added additional explanatory text in Sect. 2.2 in line 122 - 125

The authors have done a good work to present, given the length of the article, a well written and structured manuscript. However, I think that the article is too long. This makes difficult focussing on the differences between the various approaches that are presented in the manuscript and more importantly to identify the message regarding the approach that the authors recommend. For example, the ideas for the new filtering techniques are presented after 22 pages of the manuscript. For this reason, I think that the authors should consider reducing significantly the length of manuscript, by focusing on the new approaches that they implement and test, to improve its readability.
We understand the criticism about the length of the manuscript. We tried to reduce the length of the manuscript by reorganizing its structure, shortening of individual text passages and reducing the number of illustrations. In particular, significant changes have been made to sections 3 and 5. As part of the restructuring, a stronger focus was sought on the filter methods, which now takes up the main part of the manuscript on pages 12 - 26. The advantages of the newly introduced filtering techniques compared to common filter techniques are then discussed using the example of a special application (TKE retrieval) on pages 27 - 32. Overall, the number of pages in the main part of the manuscript was reduced from 46 pages to 34 pages. At the same time, the number of pages in the appendices increased from 4 to 10.

Furthermore, the authors state they apply different filtering methods to reduce the noise in Doppler lidars, however I think that rather the noise they reduce the biases of the estimated velocity. A velocity bias in a wind lidar measurement is usually a result of a combination of low atmospheric backscattering and of both the post processing of the Doppler spectra (e.g. noise normalization and thresholding), as well as the frequency estimator of the mean Doppler shift frequency. The latter two parameters are instrument specific. Therefore, I think that it is important to include in the article this information related to the wind lidar used, since they could potential explain the “type B” errors presented in Fig. 1. If it is possible it would be also interesting to show typical Doppler spectra from the “type A” and “type B” errors.

We feel that the term ”noise” is differently understood by the reviewer. When we speak about noise, we mean wrong (”bad”) radial velocity estimates (see Sect. 2.2 in the revised manuscript). These ”bad” radial velocity estimates can cause errors in the mean wind (i.e. speed and direction) and turbulence variables that we try to retrieve from the DL radial velocity measurements. For that reason we were looking for new filter approaches to eliminate ”bad” radial velocity estimates from the measured time series. For the ”type B” noise issue we refer to our answer to the reviewers comment on line 139.

Specific Comments

"Section 2. Measurements": for the understanding of the velocity measurements presented in the article it is going to be useful to include information regarding the terrain features around the area where the lidar was located, as well as the local wind climatology.
Done. (see line 89 - 91 in the revised manuscript)

Line 139. The authors state that according to their experience random velocity biases are not uniformly distributed in Doppler lidars. I think that this comment should be specific to the instrument used, otherwise please add references here.

In lines 164 - 173 of the old manuscript we pointed out that the "type B" noise characteristics is not a DL78 specific problem. In the revised manuscript we address this point in line 164 - 175. Additionally we have now supported the statements made here by showing further measurement examples from various DL systems (see Appendix C in the revised manuscript).

Lines 162 - 163. Is there a noise threshold applied to the Doppler spectra prior the estimation of the Doppler shift in the lidar used in this study? And if yes, is this threshold always the same or does it vary in time? And how are the SNR values presented in Fig. 1 estimated?

We cannot provide details on that since the analysis of the Doppler spectra is internally performed by the system software and the DL user does not have information on this.

Lines 166 - 170. The authors write “we can also rule out that the occurrence of type B noise is a systematic DL78 problem. However, couldn’t the “type B noise” presented in Fig. 1[i] be a result of RIN noise in the specific Doppler lidar system? If it is not a systematic problem of the DL78 instrument, then what is the origin of this bias?

Indeed, the occurrence of type B noise seems to be a specific issue of the Streamline DL systems, as is demonstrated in the new Appendix C of the revised manuscript. From a user’s perspective we can only state this fact without having the chance to search for the internal origin of it.

Line 197. I think that there is an error in Eq. (4), according to the way the parameter “C” is defined it should multiply the ACF not divide.

That’s correct. Thanks for the advice. We corrected the mistake. Please see Eqn. B3 in Appendix B of the revised manuscript.

Page 13. Figure 4, why all the range gates are used in this figure? Shouldn’t we expect to see a difference in the features of these plots with height?
Answer to the first question: DL end user usually apply an SNR threshold to be able to differentiate between reliable and non reliable measurements of radial velocity (see also Pearson, (2009)). For practical reasons (and especially for 24/7 routine applications) this threshold must apply equally to all ranges and to different conditions w.r.t to the atmospheric aerosol loading. We therefore plotted measurements from all ranges in order to follow the guidelines of an SNR threshold determination as proposed by Pearson et al. (2009) and Abdelazim (2016).

Answer to the second question: If it can be assumed that the aerosol loading decreases with altitude, fewer ”bad” estimates can generally be expected for measurements at lower ranges than for higher. However, there is additionally a natural variability in the atmospheric aerosol content over the course of a day and such all heights (e.g. depending on the air masses transported with the flow) such that in situations with little aerosol even in lower layers an increased occurrence of ”bad” estimates may be observed. For this reason it does not appear practical to define an altitude-dependent SNR threshold.

Page 19. Figure 9, what does it mean that there is a 43.19% data availability in the unfiltered data? Why isn’t it 100%? And how it is possible that the data availability of the data after the application of the CNS filter is higher than the unfiltered ?

The value 43.19 % refers to ”level b” quality-checked data, which is marked with lev b in the plots. For TKE values that fulfill this level the assumptions for the TKE corrections made in Smalikho and Banakh (2017) are fulfilled (see also line 572 - 575 of the revised manuscript). If using unfiltered data with a high proportion of ”bad” estimates, these assumptions are often not met so that a large proportion of the derived TKE values does not fulfill the level b criteria in the quality control. Using CNS filtered input data for the TKE retrieval the significantly lower proportion of ”bad” estimates leads to better conditions and thus a higher data availability of reliable TKE retrievals. Note that due to the restructuring of the manuscript, Fig. 9 in the old version is now Fig. 16 in the revised version. Additionally Fig. 16 has been modified and does not include TKE values retrieved from unfiltered DL radial velocity measurements any more.

Line 399. How is it possible to get negative TKE values?

Note that according to Smalikho and Banakh (2017) turbulence kinetic energy (TKE) is calculated via \[ TKE = \frac{3}{2}(\sigma_{L}^2 + \sigma_{t}^2 - \sigma_{e}^2) \] where \( \sigma_{L}^2 \) and \( \sigma_{e}^2 \) denote correction terms. Negative values are for instance associated with the Smalikho and Banakh (2017) correction for the instrumental error \( \sigma_{e}^2 \). If unfiltered radial wind measurements are used to determine this correction, the ”bad” estimates they contain can also cause errors in the correction.
term, which can ultimately lead to negative TKE values. Note that Fig. 9 has been modified and now been inserted as Fig. 16 in the new manuscript. The modification is that Fig. 16 does not include evaluations of the DL data based on the filter type: "unfiltered". Since the latter is no longer considered in the revised manuscript, there is no need any more to point out possible gaps due to negative TKE values, i.e. this line no longer exists in the revised manuscript.

Line 515. How is the $\Delta r = 0.5 \text{m/s}$ selected? Is it related to the velocity resolution of the Doppler lidar?

This value turned out to be a viable choice if using the $r_i - \text{count}\{V_i\}$ diagram as a tool in the filtering procedure (see line line 303 in the revised manuscript). There could be a connection with the resolution of the Doppler lidar here, but we have not investigated this in more detail.

Line 658. The use of median absolute deviation has been used in previous studies of filtering random errors from Doppler wind lidars, as in the work of:

Please note that I am neither the author nor one of the co-authors of the above publication.

Yes, we are aware of that. The filter applied in Karagali et al. (2018) is based on the work of Beck and Kühn (2017). A reference on the latter is given in line 241 of the old manuscript (or line 190 of the revised manuscript).

Line 661. Eq. (9) where is the number 0.6745 coming from?

Here we refer to the work of Iglewicz and Hoaglin (1993).

Line 685. Fig. 17, what is the parameter “g” in the caption of the figure?
The parameter ”g” denotes the standard deviation of ”good” estimates (orange colored data points in Fig. 17 [b] of the old manuscript version or in Fig. 11 [a] of the revised version). This value is used to calculate the sine-wave-fit (Smalikho, 2003) into the ”good” radial velocity estimates from conically scanning DL measurements (see the black line in Fig. 11 [a]). Note that in both the old and revised manuscript the parameter g is explained in the Figure caption.
The authors write “First, by calculating the previously accepted MIN/MAX radial velocity values for each azimuthal direction.”. What happens the first time that the filter is applied where there are no previously accepted min and max values?

We have expressed ourselves somewhat misleadingly here and reformulated this sentence slightly (see line 485 in the revised manuscript).

Section 5.1 It is very difficult to visually detect the differences between the full approach I and II in Figs 20 and 21. Given the length of the article the authors could consider removing these figures and keep in the text the key findings of the testing of the two methods.

We found a compromise here and only removed Fig. 20 because indeed the differences between approach I and II are better seen in the VAD representation (Fig. 21). Note that due to the restructuring of the revised manuscript Fig. 21 in the old version is now Fig. 14 in the revised version.

Figure 24. The authors present here a comparison between the estimated TKE using the suggested combined filter (CF) approach versus the estimated TKE from a sonic anemometer. The results in respect to RMSD and data availability are comparable to the ones got using the CNS filter. It is claimed that the advantage of the CF is that it gives more systematic results when comparing it to the TKE estimation based on a SNR filter which are presented in Fig. 24 c. The results presented in Fig. 24 c show indeed that there is an improvement in the agreement in the estimated TKE values using the two filtering approaches, however they do not say something whether they are accurate or not.

In this figure we presented a comparison between the estimated TKE using the SNR filtering technique (x-axis) versus TKE using the CF filtering technique (y-axis). In subfigure 24 [a] this comparison is only for data at 90m height and in Fig. 24 [c] data from measurement heights between 45m and 500m are included. Note that due to the restructuring of the manuscript, Fig. 10 [c],[d] and Fig. 24 [c],[d] in the old manuscript are now combined to Fig. 17 in the revised manuscript. This allows for a better comparison of the retrieved TKE using the CF and CNS filter, respectively. A comparison of the RMSD values (Fig. 17 [a],[c]) and the limits of agreement (Fig. 17 [b],[d]) shows an improvement of TKE values when using the CF filter. We understand the remark “… do not say something whether they are accurate or not” in a way that the reviewer misses a comparison concerning systematic deviations vs. some independent reference data here. In this respect we would like to emphasize that we defined the SNR filtered data as a reference data set here (since we do not have independent TKE
values for altitudes above the tower height) after we had shown earlier that these SNR filtered data (with a lower data availability) compare favourably to the sonic based TKE values at a height of 90m. This is explained in the text in lines 632-638 of the revised manuscript.

Lines 887 – 889. My hypothesis is that the systematic appearance of close to zero values is probably an issue with either the way that the Doppler spectra are being processed in the cases of low SNR by the StreamLine lidar or an instrument specific technical issue. I think that this should be stated, because they way that it is written right now one could understand as a generic issue of wind lidar profilers. Done. See line 680 - 682 in the revised manuscript.

Technical Corrections

I found only few parts that need a technical correction. Please find below a short list of points that either need a clarification or correction.

Line 23. What is meant with “all-sky-scanner technique”
This means that there are no restrictions regarding zenith and azimuth LOS measurement settings (see line 25-26 in the revised manuscript).

Line 253. I suggest replacing the sentence “is a useful tool to get clear results” with “reduces the variance of the background noise”
Done. This sentence does not exist anymore in the revised manuscript.

Line 437. Replace “horizonatl” with “horizontal”
Done.

Line 534. Delete one “the” after the “Compared to”
Done.

Line 689. Replace “explained with” with “explained by”
Done.

Finally, please replace the italic fonts with roman fonts for writing units.
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