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Turbulence Kinetic Energy dissipation rate: Assessment of radar models from comparisons between 1.3 GHz WPR and DataHawk UAV measurements

By Luce et al.

Summary of paper:

This paper presents some derivations of turbulent energy dissipation rates epsilon in the lower atmosphere with in-situ and radar techniques. The authors give a nice review of the algorithms to estimate epsilon mostly used in the community, although some of them have been assessed and some are used with different hypotheses. Based on the analysis of dataset on a campaign-basis, they further estimate epsilon and compare the results derived from different techniques for case studies as well as for statistical analysis.

General comments:

The research topic of turbulence detection in the atmosphere is very interesting and important and certainly relevant to the readers of AMT. The authors have a unique dataset with in-situ and remote sensing instruments at their disposal that are certainly valuable for the corresponding research. The manuscript is well written and organized and of course deserves to be published.

We thank this reviewer for his positive and constructive comments.

However, there are several points should be clarified before publication.

We have tried to answer them below.

Different probing techniques have different spatial coverage: in-situ instrument for a point and radar for the cross section of a volume. The necessary discussions or significance test should be given when one compares the derived epsilon from different techniques. Otherwise, the resulting consistency seems to be coincident, especially for the case studies.

We agree with the reviewer, but this pertinent comment applies to all the numerous studies published in the literature comparing remote sensing (volume-averaged) and in-situ (point) measurements. However, we are aware that the different characteristics of the two measurements is an important source of uncertainties. This is one of those problems, which cannot be realistically addressed, since the resources needed to do so are unrealistic. We expect the reader to be aware of what we are doing and its limitations.

For any study of turbulence intensity estimate, it is very important to describe the details of each steps. Each technique suffers from different instrument limitation. The error bars for the measurements are very important and may play a determining role in the results. The discussions on the error sources for each instrument, in my opinion, are very important and necessary.
We understand the reviewer comment and it is partly due to an unfortunate error in the reference list. The reference that explains in detail the processing of UAV and radar data is incorrect and should have been:


Instead, Luce et al. (2018, PEPS), which is not related to the present work was cited. Another paper (H. Luce, L. Kantha, H. Hashiguchi, and D. A. Lawrence, Estimation of Turbulence Parameters in the Lower Troposphere from ShUREX (2016-2017) UAV Data, Atmosphere, 10, 384-409, 2019) describes in detail the data processing of the UAV measurements.

Relevant corrections to the reference list and citations have been made.

The manuscript is thus the sequel of several previously published works and similar approaches have been applied by Dehghan et al. (2014) (comparisons radar – aircraft).

Discussion about the possible sources of uncertainties:

Dehghan and Hocking (2011) enumerated various uncertainties in estimating various uncertainties in radar measurements of turbulence. This reference has been added and cited in the revision. A synopsis is given below for the reviewer.

(1) The radar measurements are volume- and time-averaged. The volume average plays the role of a spatial filtering removing the contribution of eddies with the largest dimensions if their size exceeds the dimensions of the radar volume. The radar method consists in estimating the variance \( \langle w'^2 \rangle \) of the vertical wind disturbances produced by turbulence (when the radar beam is vertical). The radar estimate \( \sigma^2 \) is an unbiased value of \( \langle w'^2 \rangle \) if all the scales contribute to the radar signals. The validity of this hypothesis is a priori unknown and is a first source of uncertainty (impossible to estimate). It is all the more difficult to estimate as the measurements are not instantaneous and are obtained over the time required to obtain a Doppler spectrum (24 s for the MU radar and 1 minute, intermittently, for the LQ7 wind profiler). The (potential) spatial filtering effects are thus partially counterbalanced by the advection of the turbulent eddies during the acquisition time. On the other hand, the time acquisition must be sufficiently small to reduce other possible (atmospheric) sources of vertical wind fluctuations such as those produced by the full spectrum of gravity waves and the decorrelation time associated with the decay of the turbulent eddies. The radar configuration used should be adequate for a minimization of these effects, but they cannot be totally avoided. They are another source of errors, likely extremely variable, when equating \( \sigma^2 \) to \( \langle w'^2 \rangle \).

(2) Another source of uncertainty is due to the hypothesis that turbulence fills the entire radar volume and is homogeneous. This hypothesis is required to remove the non-turbulent contributions due to beam- and shear- broadening (see, e.g. Dehghan and Hocking, 2011, Nastrom, 1997). The procedure was recalled by Luce et al. (2018) and is not explicitly introduced in the manuscript because it is widely used in the field:

\[
\sigma^2_{(fluct)} = \sigma^2_{(obs)} - \sigma^2_{(non-turb)}
\]

Where \( \sigma^2_{(obs)} \) is the measured variance, \( \sigma^2_{(non-turb)} \), the corresponding variance due to non-turbulent effects, and \( \sigma^2_{(fluct)} \) the variance supposed to be due to turbulence (\( \sigma^2 \) noted above).
For measurements made at vertical incidence, \( \sigma^2_{\text{non-turb}} \) is proportional to the square of the mean wind speed \( U \) at the altitude of the radar gate. \( U \) is also affected by uncertainties related to the method used to estimate it. \( U \) is derived from the measurements of radial winds in 4 oblique beam directions, assuming that the horizontal wind is uniform over a horizontal distance corresponding to the separation of the radar volumes, and stationary during the acquisition time. Any departure from these assumptions is a source of uncertainty. In addition, there is a debate on the effective horizontal wind to use. The “instantaneous” wind speed (i.e. the wind measured at the same time resolution as \( \sigma^2_{\text{obs}} \)) may not be representative of the background wind to consider (because itself affected by turbulence and waves), and wind speeds averaged over much longer periods (e.g. hourly winds) can be used instead (e.g., Dehghan and Hocking, 2011). It turns out that this alternative may produce substantial differences, especially when the wind changes quickly such as in frontal zones for example.

(3) Third source of uncertainty is obviously the estimation error of the spectral width which primarily depends on \( \tau \), the length of the time series (and thus, on the spectral resolution \( 1/\tau \)). A statistical estimation error is given by (19) of Dehghan and Hocking (2011):

\[
\delta \sigma^2_{\text{obs}} = \lambda \sigma_{\text{obs}} \eta / \sqrt{2 \log 2 \tau}
\]

where \( \lambda \) is the radar wavelength and \( \eta \) is a parameter varying between 1 and 1.7. Assuming that \( \sigma^2_{\text{obs}} \) is assimilated to \( \sigma^2_{\text{non-turb}} \) (to establish an order of magnitude), then we get for the LQ7 WPR, \( \delta \sigma^2_{\text{obs}} \sim 10^{-4} - 10^{-3} \text{ m}^2 \text{s}^{-2} \) for typical horizontal winds met during the campaign (5-10 m/s). For \( \varepsilon_{\text{Lout}} \) model, it corresponds to an estimation error of \( \delta \varepsilon_{\text{Lout}} \sim 1 - 5 \times 10^{-7} \text{m}^2 \text{s}^{-3} \), i.e. much less than the estimated levels (typically \( 10^{-6} - 10^{-2} \text{ m}^2 \text{s}^{-3} \)). Therefore, we can conclude that the estimation errors are much less than all the other possible (combined) sources of uncertainties.

(4) Finally, (3) assumes that the estimates are not affected by noise (which is the case for large signal to noise ratios and Gaussian fitting method) and not affected by non-atmospheric echoes (outliers, such as birds, insects, clutter, airplanes… and UAV in the present case). These possible artefacts have been removed by automatic procedures for the LQ7 WPR and manually removed for the MU radar, but residual contributions can never be excluded. Some spectra have been rejected when the contaminations are too important so that the averaged profiles do not always correspond to the average of all profiles collected during the 10, 20 or 30 minutes. This is another source of variability.

The above discussion is likely not exhaustive and indicates that the estimation of confidence intervals is difficult or even impossible considering all the necessary hypotheses and steps used to obtain the final products, not to mention all the uncertainties associated with \( N \) (BV frequency) dependence for \( \varepsilon_N \) (\( N \) is estimated from balloon or UAV data) and with \( S \) (shear) dependence for \( \varepsilon_S \). That’s why the literature on the topic in general does not give this kind of information. The statistics from multiple events are the only way to reveal significant trends.

In the present case, we recognize that the agreements for the case studies can be a priori fortuitous (it is the weak point of the absence of error bars). However, we show the comparisons between 4 profiles of \( \varepsilon_{\text{UAV}} \) and the profiles from 2 different radars (the MU radar and LQ7 wind profiler). The mean values of all the UAV- and radar-derived estimates (except \( \varepsilon_N \) because the model is expected not to be valid) show very close levels with the same temporal variations
(Figure 3). This agreement should reveal a significant trend and would have been much more debatable if we had only one UAV profile compared to a single radar profile.

In the revised version, we temper the impact of our results for the case studies by not ruling out some degree of coincidence. However, they represent a serious clue, taking into account all sources of error and uncertainty. The conclusions of statistical analyses carried out with the LQ7 WPR are less affected by these uncertainties, as they result from the combination of numerous comparisons. They also reveal trends identical to those observed with the MU radar (Luce et al. 2018) for $\varepsilon_N$ and $\varepsilon_{\text{Lout}}$, confirming our analysis.

One of the messages of our manuscript is the equivalence of $\varepsilon_S$ and $\varepsilon_{\text{Lout}}$ for the KH layer, allowing us to establish a possible interpretation of the value of $L_{\text{out}} \sim 70$ m (found to be a canonical statistical overall average from both MU and LQ7 radars) for such a situation. The quantitative agreement between the two may be a coincidence. In particular, we believe that the depth of the KH layer was, by chance, suitable for such a good agreement. In a near future, we will present an analysis of radar data in support of the validity of our conclusions.

It is mentioned in the manuscript that the value of $c$ (i.e. the ratio of $L_{\text{O}}$ to $L_{\text{T}}$) is tricky by applying the Thorpe analysis. Different authors used different $c$ values for their calculations. This is because the experimental validations for this ratio in the atmosphere are very sparse. Based on several balloon flights, Schneider et al. (2015) directly checked the relation of $L_{\text{O}}$ and $L_{\text{T}}$ and they found the distribution of $c^2$ covers a very broad range of 2 orders of magnitude. In my opinion, this work (https://doi.org/10.5194/acp-15-2159-2015) is worthy to be referenced in the current manuscript.

We do not include this reference because later work by the same group showed that the balloon data were corrupted up to about 60 % of the time (Söder et al., 2019, Evaluation of wake influence on high-resolution balloon-sonde measurements, AMT, https://doi.org/10.5194/amt-12-4191-2019). In their own words, the results were qualified as “questionable”, explaining the unrealistic levels of turbulence for large $\text{Ri'}$s i.e. for weak shears (and thus enhanced probability of balloon wake).

In this manuscript, the authors give a nice review of the different algorithms to estimate epsilon with a large number of symbols. For ease of reading, I recommend the authors to add a list of symbols (maybe also including abbreviations).

We included a list of symbols

Typos and suggestions listed as follows (but not limited to):

1. **Line 14, does “ASL” mean above sea level? It should be clarified elsewhere.**

   Yes, we clarified this point.

2. **Line 60, $N$ is B-V frequency, not $N^2$.**

   It is corrected.
3. **Line 79 and line 84, the references should be accurate (Hocking, 2016 and Hocking et al., 2016).**

   It is corrected: Hocking et al. (2016)

4. **Line 79, the sentence “… Appendix of L18” is misleading. Please check.**

   Unfortunately, L18 was not correctly referenced in the reference list. We apologize for this unfortunate error because it was an important reference for understanding the context of our manuscript.

5. **Line 109, what do the arrows mean here? (And the arrows used elsewhere) Please clarify them or describe in text.**

   The arrow means “goes to” as for the calculus symbol (e.g. “x goes to 0”, “x → 0”). We think that it is very convenient and avoids unnecessary text.

6. **Line 122, please reconsider the subscripts, like Ri_S and Rf or R_f elsewhere.**

   It is corrected. We used the notation $R_f$

7. **Line 123, epsilon = $P/G - B$;**

   It is corrected.

8. **Lines 140-141, please add references?**

   There is no dedicated reference, but a similar comment can be found in Doviak and Zrnic’, Doppler radar and weather observations, Academic Press, San Diego, 1984, page 338, 10.52-10.53).

9. **Line 156, does AGL mean above ground level? Why do the authors use both ASL and AGL?**

   Yes. Different datasets often use different reference levels (AGL or ASL).

10. **Line 158-159, please consider to add any reference for the processes or algorithms to remove outliers?**

    Algorithms similar to those proposed by B. L. Weber and D. B. Wuertz, Quality Control Algorithm for Profiler Measurements of Winds and Temperatures, U.S. Department of Commerce, National Oceanic and Atmospheric Administration, Environmental Research Laboratories, Wave Propagation Laboratory, 1991) were applied.

11. **Line 267, Figure 12 not found. Please be sure.**

    L18 was not correctly referenced in the reference list. We apologize again.

12. **Line 320, please remove “4.1.3 Comparison with epsilon_T”**
13. Lines 335-336, please rephrase the sentence (Depending on …).

It is rephrased as follows: “Depending on the flight segment (A1, D1, A2, D2), \(c = \langle L_o \rangle / L_T\) was found between 0.65 and 1.56 and ~1 in average.”

14. Line 362, please rephrase the sentence with more clear expression.

It is rephrased as follows: From Eq. (7) with \(R_i = 2\), \(c'_{Sc} = 0.41\) and \(c'_{BP} = 0.24\), we obtain \(\varepsilon_f \approx 0.012\ mW\ kg^{-1}\) and \(0.004\ mW\ kg^{-1}\), respectively which is much less than \(0.2\ mW\ kg^{-1}\)

15. Line 392, what does “cst” mean? Constant? It is also used elsewhere. Please clarify.

“cst” means “constant”. It is corrected. This abbreviation is not used in English. Sorry for the misunderstanding.

16. Line 426, what is P test? Please add references!

The P test (or P value) refers to a standard evaluation of the statistical significance of the correlation coefficient. This parameter is automatically evaluated by, e.g., Matlab. Please see the documentation help from Matlab or information here:


Once again, we thank this reviewer for a thoughtful review.