General Comments

This is a fine paper about very good technical improvements of an ice nucleation device. It is excellent to have the new device documented in such detail, making it both useful for a variety of studies and potentially reproducible. I will say upfront (the authors may disagree) that I find some of the purported unique features of the instrument to be overplayed in places, in consideration of what is already in the literature for CFDCs that are fully as portable as this one and have even been operated in extended design and with low flow rates to approach lower operational temperatures. It is sometimes difficult to understand what is new for PINC versus what is new for all operational CFDCs. Otherwise, the paper is very well-written and I have mostly a number of minor questions, comments and editorial suggestions listed below. My recommendation is that this paper could be modestly revised and be fully acceptable for publication.

Response: We thank the referee for the constructive comments and feedback that will improve the manuscript. We include our responses below, in the context of individual comments.

Specific Comments

Abstract

I did not understand the "new method to analyze CFDC data." Can you clarify? is it meant that the evaporation section can have a temperature change or not and thus permit monitoring droplet activation and allow additional ice growth at low temperatures? I do not see this as a new development based on references given in the paper and below.

Response: Here we refer to the new method used to calculate ice nucleating conditions (and thus ice nucleation onset) based on the most extreme lamina conditions (greatest RH_{l,\text{lam}}) that is used to produce Figures 8a and A1. We modified the sentence in the abstract to avoid confusion:

“This feature is used to introduce and discuss a new method for analyzing CFDC data based on the most extreme lamina conditions present within the chamber, which represent conditions most likely to trigger ice nucleation.”

Introduction

Lines 51-52: I never imagine uncertainties being low enough in a CFDC to serve as a CCNc, and this paper does not give me confidence that it is so (see specific comment later). Hence, I question even making this assertion without proof.

Response: We propose rephrasing the sentence:

“In addition, we show that the entire chamber can be run with a temperature gradient (including the evaporation section), meaning that the chamber can be used to extend ice crystal growth or to study droplet activation processes at cold temperatures.”

As well as the sentence lines 165-166:
“In addition to its use for ice nucleation experiments, PINCii can be used for droplet activation experiments whereby a temperature gradient is maintained along the entire chamber length, thus retaining droplets which can reach the optical detector [...]”

We propose removing the sentence lines 171-173 (starting with “Further characterisation to evaluate PINCii’s used as a CCNC [...]”), and rephrasing lines 202-205:

“These results suggest that PINCii can be used to study droplet activation at cold temperatures. Such a feature could potentially be further developed to use PINCii as a low temperature cloud condensation nuclei counter (CCNC). This would however require more experiments with well characterized salts of known size distribution(s) and chemical composition(s), which we do not explore in this work. It would also require an optical detector with more size channels at the exit of the chamber, and a more rigorous characterization of the RH and its uncertainty.”

And finally, lines 436-438:

“Coupled with the evaporation section, whose temperature can be controlled independently and thus wherein a temperature gradient can also be maintained, our results suggest that PINCii has the potential to be used to study droplet activation at low temperatures.”

**Instrument design and operation**

Line 109: Please understand that I am not quibbling about the comprehensiveness of this list of instruments. Rather I want to note that aircraft CFDCs are also "portable", as are most IN instruments. The CSU CFDC has been flown in two basic configurations. In DeMott et al., (2003), a cascade refrigeration system was used, which then also transported for use in a mountaintop laboratory (Richardson et al., 2007). In later years (e.g., Barry et al., 2021), single stage refrigeration compressors have been used for mixed phase conditions. These instruments are portable in nature, being used in different lab and field scenarios on the ground or on ships as well (e.g., Knopf et al., 2021). And not to cross fine hairs, but the long version (Patnaude et al., 2021; Kasparoglu et al., 2022) has also previously been deployed to external laboratories for studies (e.g., DeMott et al. (2009). All such instruments are portable for surface-based deployments, even if one is transporting chillers and their fluid. This is in fact how the Handix commercial CFDC is constructed (Bi et al., 2019). I understand what PINCi stands for of course, but the portable distinction is a vague one and so “…operational portable CFDCs…” is really most CFDCs.

**Response:** We understand the referee’s comment and we removed all mentions of “portable” (line 3 and line 109) unless it was used to explain PINCii’s acronym.

Line 122: Here I will offer a minor quibble with the idea that the extended design of PINCii is a unique feature for deployable CFDCs, given my understanding of what can easily be deployed. In fact, the operation of such long-column instruments without using the evaporation section (i.e., continuing at the same wall temperatures) and at low flow rates has nearly fully been motivated by the known slow ice crystal “growth kinetics” at low temperatures (Patnaude et al., 2021; Kasparoglu et al., 2022), elucidated at length in the Richardson studies. It is a desirable feature of any CFDC deployed for low temperature studies, and only a few have featured this capability. “Compared to all but a few CFDCs…”?

**Response:** We agree with the referee’s comment, and we propose to rephrase the sentence line 116:

“Compared to all but a few CFDCs, and in contrast to the first PINC, PINCii has an elongated design […]”
Page 6, Section 2.4: Three minor things. What is most important for making this change in reverse flow results? Is it the narrower gap or the account for heat transfer through the ice, or what exactly? Since this is a desirable outcome, and not everyone achieves 1 mm of ice thickness in their current icing protocols, this is important to understand. Secondly, I suggest repeating here or in the figure captions that all calculation shown are for one total flow rate (10 lpm)? Finally, are the vapor pressure relations used for calculations stated anywhere?

Response: The change in the chamber width (due to the narrower gap) is the most important factor when looking at the changes in flow reversal. We propose rephrasing lines 147-157 to make it more clear. We also refer to the flow rate and the relation used for vapor pressure calculations, and we add a reference to Castarède (2021)’s thesis where the calculations performed for PINCii are detailed:

“Here we updated the model to account for the 1 mm thick ice layers on the side walls (hatched gray region, Fig. 2). This thickness value is calculated by measuring the total volume of water exiting the chamber after an icing/melting cycle and dividing it by the total surface of the chamber walls. Accounting for the 1 mm thick ice layers changes both the chamber width and the boundary conditions (i.e., the temperature of the ice layers). First, the machined 1 cm gap between the chamber walls becomes 0.8 cm and the total chamber volume is decreased by ≈20%. Then, the ice layers’ temperatures are calculated accounting for the heat transfer between the aluminum chamber walls (in which the thermocouples are embedded) and the ice/gas interface, after which the chamber flow and thermodynamic conditions are calculated across these two ice layers. The detailed calculations performed for PINCii can be found in section 3.3.2 of the Castarède (2021) thesis, which is available digitally. The results are presented in Fig. 2, where the thermodynamic model output was calculated for a total flow rate of 10 lpm, and where the Clausius-Clapeyron relation was used to express the dependence of saturation vapor pressure on temperature. It is noteworthy that accounting for the ice layer thickness changes both the $T_{\text{lam}}$ and $RH_{\text{lam}}$, and simultaneously changes the lamina position and the velocity profile across the chamber (Figs.2 and 3). The reduction of the gap between the chamber walls due to the ice layers affects flow reversal (negative velocity), as seen in Fig. 3 where the velocity was represented as a function of the ice thickness increasing from 0 to 1 mm. While the standard model from Rogers (1988) predicts flow reversal due to buoyancy, as shown in Garimella et al. (2016), the updated model predicts a laminar flow profile with negligible reversal even when strong temperature gradients are applied between the chamber walls, as seen in Fig. 4 where the reversed flow fraction is presented for the full range of $T_{\text{lam}}$ and $RH_{\text{lam}}$ achievable with PINCii.”

We also mention the flow rate in the figure’s captions.

Evaluating the chamber performance

Line 168: An NaCl particle size of 200nm must represent a critical supersaturation that would be unresolvable from water saturation. Is that the point (yes based on sentence below, so can consolidate to say so right here)? What if you used 30 nm?

Response: The 200 nm NaCl particles were used for the deliquescence experiments, not the droplet activation experiments, which were conducted with polydisperse particles from ambient laboratory air. We rephrased line 168 to avoid misunderstanding:

“First, we study the droplet activation of polydisperse ambient aerosol particles, and then we present a deliquescence experiment with 200 nm Sodium Chloride (NaCl) particles.”

We also added some information to the caption of Fig. 5 to clarify which type of particles we used:

“[…] during the two droplet activation experiments conducted with polydisperse particles from ambient laboratory air”.
Lines 183-186: It seems odd to have ice formation mentioned here as describing the activation shown in Fig. 5. Would contaminants in the salt be expected to be a major fraction of all CCN? Perhaps I did not understand. But the salient question is why the response is it not a square pulse, if the instrument truly expected to act as a CCN instrument (conjecture made on line 203 that it is possible). I conjec that most evidence supports that it cannot act with the resolution of a CCN instrument, struggling to more than define water saturation at low temperatures, because conditions across the lamina vary and the aerosols may not stay fully in the lamina. Activation may always be skewed from the true response. Were any experiments done with monodisperse particles? If not, I suggest making it clear when introducing these experiments that they were primarily to show that a liquid activation response starts around 100%.

**Response:** Please see our response to the previous comment: the droplet activation experiments were conducted with polydisperse particles from ambient laboratory air, not with sodium chloride (NaCl). Regarding the last part of the comment, we propose rephrasing L169 to improve clarity:

“The objective of these experiments is to evaluate PINCii’s performance by comparing the RH$_{lam}$ measured to values predicted by theory and previous laboratory experiments, both for the deliquescence of NaCl and for the droplet activation of polydisperse ambient particles just above water saturation (RH$_{liq}$=100%).”

Line 193: This is a very useful experiment, but related to my previous comment, where are the results toward 105%? Perhaps freezing interfered?

**Response:** After deliquescence, we see that the particles continue to grow. However, because of the coarse resolution of the OPC, it is difficult to interpret the data after 95% RH$_{lam}$. We also decided to limit the figure to 70-95% RH$_{lam}$ since the focus here is the deliquescence occurring around 77% RH$_{lam}$.

Lines 198-200: While I can see the OPC resolution issue easily resolved (with extra expense of course), should not the inability to resolve the true lamina RH and its uncertainty at these temperatures be mentioned? This was discussed at length in the Richardson work referenced, as it considered thermal differences on the wall, so could be referenced in this regard.

**Response:** We propose modifying and adding a discussion to the text:

“These results suggest that PINCii can be used to study droplet activation at cold temperatures. Such a feature could potentially be further developed to use PINCii as a low temperature cloud condensation nuclei counter (CCNC). This would however require a more rigorous characterization of the RH$_{lam}$ and its uncertainty. Indeed, the RH$_{lam}$ within the chamber is inferred based on measurements of the chamber wall temperatures and flow rates, and is calculated at the average lamina position using the equations from Rogers (1988). Because the thermodynamic conditions are estimated using numerical routines, it is difficult to calculate the uncertainty in these conditions. Richardson (2009) used the Monte-Carlo methods to perturb and randomly sample analytical solutions to the Rogers (1988) equations in order to explore the uncertainty in the average lamina conditions in more detail. They found the uncertainty of the average lamina temperature to be insensitive to the wall temperatures and operational conditions, yet found quite large uncertainty in the supersaturation values (up to 10%). Based on this, it is clear that using PINCii to explore low temperature droplet activation processes would require careful development. For example, more experiments with well characterized aerosol particles of known size distribution(s) and chemical composition(s) would be necessary and could be used to provide a reference to better constrain the measurements, as suggested by Richardson (2009). Moreover, it would also likely require using an optical detector with more size channels at the exit of the chamber.”

Line 220: Droplet breakthrough concentrations are defined, but what aerosol concentrations entered the instrument?
Response: We added the missing information line 218:

“[...] with an aerosol sample consisting of 200 nm ammonium nitrate (NH₄NO₃) particles at a concentration of ≈350 #/cm³.”

Lines 221-224: What is the explanation for the temperature dependence of these results. Others have not found such strong limitations at 103% at -20°C. Is it the long growth time for droplets in the PINCi, meaning that this is an important factor in design of such instruments for measurements in different T ranges? Have you investigated predicted droplet sizes such as by using a microphysical model (e.g., as done for ice)?

Response: The temperature dependence of the droplet breakthrough is related to the kinetics of droplet growth and has been observed and reported by others (Chou, 2011; DeMott et al., 2015; Garimella et al., 2016). Concerning the actual RH values obtained from the droplet breakthrough experiments, although others have not found such limitations at -20 °C (Nicolet et al., 2010; Sullivan et al., 2010; DeMott et al., 2015), which might be due to different experimental conditions used (i.e. aerosol particles and size of the aerosol particles used; temperature of the evaporation section, etc.), Garimella et al. (2016) shows very similar results with SPIN. It is possible that the elongated design of PINCi and SPIN allows for longer growth time for droplets in the main chamber, which may reduce the evaporation section’s effectiveness despite it also being elongated. As suggested, modeling the droplet growth and evaporation would be required to confirm this hypothesis and if one aimed to conduct experiments close to droplet breakthrough. However, we do not explore this further in this manuscript.

Line 231: Can you be more explicit about what you mean by absent kinetic limitations? It means that you did not explicitly calculate size effects and assumed equilibrium growth? Just clarifying, as this can of course make a large difference.

Response: Here we mean that the RH can be considered equivalent to the water activity under thermodynamic equilibrium conditions (Koop et al., 2000). We changed the text line 231:

“[...] used to represent homogeneous freezing onset assuming equilibrium conditions”.

Lines 256-257: CFDCs are presumably designed to overcome all but the strongest consumption, depending on aerosol concentration of course.

Response: We believe the reviewer is referring to competition for water vapor consumption by the freezing and growing ice crystals. Yes, we agree with the reviewer's comment and, at the conditions operated and these aerosol concentrations, we do not expect a consumption of water vapor that would represent competition for freezing. What we explain is that we use the highest RH conditions in the lamina that represent extreme RH conditions calculated from paired thermocouples. Thus, we identify the highest RH using the highly spatially resolved thermocouple measurements and suggest that these lead to a more representative picture of the RH conditions to which the particles are exposed.

Lines 258-260: How does the high resolution of temperature measurements enable real-time calculation of lamina conditions? Wouldn’t you need a fluids model to do that? In real-time? I mean that I don’t think one can simply assume that the temperatures at one position define the conditions in the lamina at that position. Without reference to the parcel history before that? I am not a fluids expert, so perhaps I am not correct here.

Response: The high spatial resolution of the temperature measurements enables us to identify temperature anomalies along the chamber walls. There is no real-time calculation of the lamina conditions, which would indeed require a real-time fluid mechanics model. We rephrased the sentence to avoid misunderstanding:
“The high spatial resolution of PINCii’s temperature monitoring (thermocouples in Fig. 1) enables us to identify chamber-wall temperature anomalies and calculate lamina conditions in more detail when post-processing the experimental data.”

Lines 265-267: This is interesting though the use of RH extremes and their calculation is not totally convincing. And can one assume that the Koop line is necessarily the target, given for example the studies of Schneider et al. (2021)?

Response: We agree that the Koop line is not necessarily the target. We merely use it here as a base for comparison as it does represent a reasonable and widely accepted approximation of homogeneous ice nucleation. As the referee mentions, previous studies have shown deviation from the Koop et al. (2000) line (Garimella et al. 2016; Welti et al. 2020; Brunner and Kanji 2021; Schneider et al. 2021), which we also observe in our results. Here we use the comparison to the Koop line to propose a new plausible explanation for the observed discrepancies, which is that homogeneous freezing is triggered by the extreme conditions in the lamina. We propose adding the following information to the text lines 260-262, where we also added information concerning the calculation of the RH extremes:

“The method used to identify the most extreme conditions is described in detail in Castarède (2021), and we briefly summarize it here. The idea behind this method is that if a specific location within the chamber favors homogeneous freezing, i.e., conditions above the Koop et al. (2000b) line, any ice crystals formed will continue to grow, even if the remaining aerosol trajectory experiences less favorable conditions for homogeneous freezing, i.e., conditions below the Koop et al. (2000b) line. In practice, the most extreme conditions are determined as follows: first, the lamina conditions (T_{lam} and RH_{lam}) are calculated for each pair of opposing thermocouples. Ideally, the next step would be to determine the Euclidean distance between each lamina condition and the Koop et al. (2000b) line. Next, the closest point to the Koop et al. (2000b) line would be identified as the most extreme condition if all data points are below it. If one or more data points are measured above the Koop et al. (2000b) line, the point furthest above it would be considered the most extreme condition. More details can be found in section 3.3.4 and Fig. 3.8 of Castarède (2021). It is important to note that we use the Koop et al. (2000b) line as a reference to compare our results because it is a widely accepted approximation of homogeneous ice nucleation, even though previous studies have shown deviations from this line (Garimella et al. 2016; Welti et al. 2020; Brunner and Kanji 2021; Schneider et al. 2021). Moreover, since the onset of homogeneous freezing is only weakly dependent on temperature compared to saturation conditions, and considering that the uncertainties associated with T_{lam} in the homogeneous freezing regime are low (cf. Fig. 13b), the method described here can be simplified by finding the highest RH_{lam} within the lamina, which then represents the most extreme conditions.”

Figure 9 and similar plots: At least for me, these require a lot of focus to interpret, as compared to a 2D plot of T vs RH with AF given as contours. I understand it is a preference.

Response: We understand that the 3D plots are not as easy to interpret as 2D plots. Considering that both reviewers commented on the 3D plots, we decided to modify Figures 8, 9 and A1 to 2D plots. The updated figures are attached at the end of this document.

Measurement uncertainties

Lines 314-316: It seems that uneven spots of wall cooling will be a symptom of any coolant delivery system. It might be distinct for any particular system, but it will have an impact on communicating to the aerosol lamina, which requires further analysis (Richardson, 2009).

Response: We thank the reviewer for their comment, and we added the following to the text:
“In addition, the complex combination of PID-controlled heating pads and pulse-injected refrigerant may result in wall temperature fluctuations which also increase uncertainty in the temperature and humidity conditions to which particles are exposed. This is explored in depth in Richardson (2009), who modeled the responses of the thermodynamic variables in the aerosol lamina to different temperatures perturbations (temperature oscillations, gradients, etc.) and investigated the impact of these thermal non-idealities on freezing conditions.”

Background discussion: Greatly appreciated this.

- **Line 320:** CFDCs “typically” need to be warmed, drained, etc. I say that because in aircraft scenarios with long flight hours, complete melting and evacuation is unrealistic, so commonly icing is redone at the same stable icing temperature as used in the first process. This does melt and refreeze the ice surface.

  **Response:** We agree with the referee’s comment, and we modified line 324 accordingly:

  “When the ice layers become unstable and increase the background, the CFDCs typically need to be warmed, drained, re-cooled and re-iced to continue experiments.”

- **Line 323:** Can you say something about the volume flow rate of water, or perhaps the volume that is filled and how long the fill occurs? It must matter how fast the air volume is filled. The 1 mm ice thickness is more than I am accustomed to, which is why I ask.

  **Response:** We added the missing information to lines 326-327:

  “Water is then flowed into the chamber via the exit hole (k in Fig. 1) with a flow rate of approximately 6 L.min\(^{-1}\), until the water level sensor detects water and stops the filling. This filling typically takes about 1 minute.”

- **Line 329-331:** The procedure of temperature control after icing is a bit unclear. You immediately change the wall temperatures to -5°C after water is introduced, or after it has drained? Then step-wise cooling to the operating conditions? Both walls? I suspect that many have their own procedures for achieving low backgrounds, so great to understand this clearly to be tested against others.

  **Response:** The wall temperature is changed to -5 °C during the draining, then both wall temperatures are decreased to the operating conditions in a stepwise manner. We rephrased L329-331 to improve clarity:

  “To avoid cooling too rapidly, the setpoint temperatures are changed from -23 and -20 °C to -5 °C while the water is being drained out. Then both wall temperatures are decreased stepwise by 5 °C increments, where the temperature is stabilized at each interval until the desired experimental conditions are reached.”

- **Line 334:** The outlet is dried. How is that done? Overpressure of air before connecting OPC?

  **Response:** We added the missing information to the text:

  “When the desired experimental conditions are achieved, the outlet (which tends to accumulate water) is dried before the OPC is re-attached. This is typically done using lint-free laboratory tissue or gently blowing pure nitrogen at the outlet while keeping the outlet valve closed.”

- **Line 339:** Is a progressive cooling direction of sampling important for limiting background? This is also common with other CFDCs, so would be good to say.

  **Response:** Yes, we have observed that doing ramps from the warmest to the coldest temperatures tends to help preserve a good and stable background, as it was observed with other CFDCs. At warmer
temperatures, the absolute humidity is higher, and the diffusion is faster, so frost might develop faster and lead to a poor background. We added this information to the text line 339:

“It is important to note that experiments are typically done with ramps from the warmest to the coldest temperatures, as we have observed that doing so helps preserve a good background.”

● Line 345: It is great to be open and honest about this, but I hope you are speaking for PINCii users primarily. There are no wider CFDC community users I know who are not practically aware that ice conditions evolve. This is especially important for heterogeneous freezing experiments. It might be great to explore the different knowledge bases out there amongst CFDC users in a workshop scenario.

Response: We agree with the referee’s comment. Our statement line 345 was merely to try to be open and honest with future PINCii users.

Lines 365-366: Can you explain this statement better? “On the other hand, the colder temperatures are within the realm of homogeneous freezing, and thus the link between INP and observed ice above water saturation is ill-defined.” It is quite possible for water saturation to be exceeded to stimulate ice nucleation at low temperatures if a particle is sufficiently small and hydrophobic, no? Not every particle will freeze at the homogeneous freezing condition for solutes.

Response: Here we simply mean to say that at temperatures below homogeneous freezing, we do not need to distinguish between liquid droplets and ice crystals because any formed ice crystals at RH < RH_{hom} would grow large enough to be distinguished from liquid droplets. And if the freezing occurs at RH > RH_{hom}, then it would be impossible to tell the difference between heterogeneous and homogeneous freezing unless a very well-defined aerosol sample was being used. For instance, in field measurements this distinction would not be possible. We propose rephrasing line 365-366 to clarify:

“On the other hand, the colder temperatures are within the realm of homogeneous freezing, and thus the distinction between INPs freezing and ice observed above the RH conditions for homogeneous freezing cannot be defined. An exception to this would if laboratory experiments were done with an aerosol sample known not to freeze homogeneously. Then any ice observed above the RH conditions for homogeneous freezing could be attributed to INPs.”

Lines 401-404: I feel that for operations in the mixed phase regime, this might need more analysis. I understand the focus here is on lower temperatures.

Response: We agree with the referee that this could be further investigated for operations in the mixed-phase regime, although we do not explore this here.

Line 411: “inside the chamber” or along the chamber walls? You are not really modeling what is happening in the lamina are you? That is, the calculation is analytical.

Response: It is indeed the temperature distribution along the chamber walls. We modified the sentence in line 411 to avoid confusion.

Lines 415-417: I see the statement at the end of this paragraph that these calculations do not represent all factors in knowing the RHI uncertainty, but the values stated here based on (I think static, point-to-point measurements) seem extremely low for these low temperature conditions, low even if you were referencing RHw uncertainty. Is the uncertainty in the T measurement itself also factored in? I may be wrong, but I feel that this is not a solvable
analytical problem and really requires an approach such as the Monte Carlo approach taken in Richardson (2009), as stated in Richardson et al. (2010).

Response: The results presented in Figure 13 only take into account the spatial variations in the temperature and RH, and not the uncertainty of the temperature measurement itself. We do expect that the actual measurement uncertainties will be higher and highly dependent on the operating mode. Note also that what we present here is the standard error and not the standard deviation, which would be higher. We propose rephrasing lines 415-417 to clarify what is accounted for in Figure 13:

“In Fig. 13, the standard errors of $T_{\text{lam}}$ and $\text{RH}_{\text{lam}}$ calculated from wall temperature profiles measured over the full operational range of PINCii are presented. The standard errors were calculated using temperature measurements made during the previously presented experiments of droplet nucleation (Fig. 5), homogeneous freezing (Figs. 8 & A1) and particle loss (Fig. 11). The $T_{\text{lam}}$and $\text{RH}_{\text{lam}}$ were calculated for each temperature measurement along the chamber walls before calculating the standard errors of the obtained values. The standard errors were then inserted into an empty $\text{RH}_{\text{lam}}, T_{\text{lam}}$ coordinate matrix, and missing points were calculated using a nearest neighbors linear interpolation.”

And lines 423-426:

“Note that the uncertainties presented here only account for the spatial variations of the temperature measured by the thermocouples distributed along the chamber walls and do not account for other measurement uncertainties (e.g., thermocouple uncertainty or uncertainty related to flow rate, pressure etc.). Thus, the results presented here represent ideal (minimum) uncertainties. The actual measurement uncertainties are higher, highly dependent on the operating mode used, and their calculations are not easy to generalize. Although such calculations are not further explored in this work, some methods have been developed, such as the Monte Carlo approach taken in Richardson (2009).”

Conclusions

Lines 442-445: Should you not be able to compare conditions for significant freezing ala a time dependent freezing calculation using Koop et al, say where 1% freezing is expected? I did not understand the significance of the "onset" condition. One might want to look for agreement at a range of freezing fractions for the residence time of the chamber. Why only focus on onset conditions?

Response: We agree with the referee that, in principle, the Koop et al. (2000b) theory and the PINCii residence time, could be used for time-dependent freezing calculations (e.g., fitting a nucleation rate to achieve a matching activated fraction) to provide another benchmark for CFDC results. However, here we prefer using the freezing onset (defined as the inflection point in the slope(s) of the activation curve(s)) as it indicates the conditions when the measured aerosol particles start producing elevated amounts of ice crystals. We believe that this condition indicates that the rate of ice nucleation is fast relative to the observational time scale, and we find this approach to be more useful compared to, for example, selecting an arbitrary activated fraction value like 1 %. Using the residence time and a nucleation rate constant to extract activated fractions through the Koop theory might be problematic given that the user does not know exactly where (when) the nucleation takes place within a CFDC. The reviewer’s suggestion that CFDCs (including PINCii) could be used to explore the regime shift between time-dependent freezing and more deterministic-like freezing is a good one and would be an excellent area for further exploration. However, it goes a bit beyond the intentions of this manuscript, which is to provide a foundation for using PINCii and interpreting its measurements.
I think readers would like to understand better how the Rogers (1988) model was modified. Are there new equations to predict the temperature at the interface of the thicker ice wall and the interior of the chamber? That is, what beyond altering the lamina distance is involved? How could others take advantage of this?

**Response:** We understand that some more information concerning the modified equations would be beneficial. As this was explained in depth in section 3.3.2 of Castarède (2021), we propose mentioning the thesis in the main text in case readers would be interested in more details. We also added more explanation to the modification made and their implications (see comment on section 2.4 at the beginning of this document).

Figure A3: I am curious if this figure suggests detection limit issues in dependence on aerosol size at temperatures below -50°C, if a threshold size is used for ice detection? Is ice detection size variable for low T studies?

**Response:** Figure A3 suggests that with the finite residence time inside PINCii (or any other CFDC), the kinetics of ice crystal growth limits what can be detected as ice if phase discrimination at the exit of the chamber is purely based on size. This was also discussed in Welti et al. (2020) and Burkert-Kohn et al., (2017). Based on this, different threshold sizes (e.g., 1 or 2 µm) or lower flow rates could be used for studies at low temperatures. Please see also our earlier responses related to the detection size cutoffs, where we have tried to make clear that the choice of detector(s) and cutoff should be considered in the context of individual experiments or intended measurements.

**Editorial notes**

Line 79: Mobile sounds like something that propels itself, although I realize it has been used in this field for devices that can be taken outside the laboratory. Transportable?

**Response:** We changed “mobile” to “transportable” as suggested.

Line 114: May not need “reproducible” here since the sentence ends with “reproduced.”

**Response:** We agree with the referee and removed “reproducible” line 114.

Line 116: “most other” existing chambers

**Response:** We have rephrasing line 116 according to the referee’s comment on line 122 (see above):

“Compared to all but a few CFDCs, and in contrast to the first PINC, PINCii has an elongated design [...]”

Line 207: Suggest that it would be helpful to add at the end of this first sentence “to reduce droplets to unactivated sizes.”

**Response:** We thank the referee for this suggestion. We modified the text line 207:

“Droplet breakthrough refers to chamber conditions at which the evaporation section no longer functions effectively to evaporate droplets to sizes where they can be distinguished from ice crystals”.

Line 430: “most “previous generations of deployable CFDCs…”

**Response:** We modified the text line 430 as suggested:

“The upgraded capabilities of PINCii relative to most previous generations of deployable CFDCs are highlighted.”
Line 462-463: Suggest to remove “while remaining transportable.” Most any CFDC is transportable.

**Response:** We agree with the referee, and we removed “while remaining transportable” lines 462-463.

Line 465: Line 446: Suggestion to end sentence with “At temperature and RH conditions for which the ambient INP concentration exceeds its limit of detection.”

**Response:** We propose rephrasing as follows:

“This means that PINCii is suited for sampling low INP concentrations (< 10 #/L).”

**References** (not already in paper)


Updated figures:

Figure 8. Homogeneous freezing of 200 nm NaCl particles plotted as a function of $T_{\text{lam}}$ and $R_{\text{H},\text{lam}}$ represented in three different manners: (a) AF of aerosols with $d_p \geq 5 \mu m$ plotted as a function of the average $T_{\text{lam}}$ and $R_{\text{H},\text{lam}}$. (b) AF of aerosols with $d_p \geq 3 \mu m$ plotted as a function of the average $T_{\text{lam}}$ and $R_{\text{H},\text{lam}}$. (c) AF of aerosols with $d_p \geq 3 \mu m$ plotted as a function of the average $T_{\text{lam}}$ and the maximum $R_{\text{H},\text{lam}}$. The theoretical curves for water saturation (solid black line) and homogeneous freezing (dashed black line, calculated with $\Delta \omega w = 0.2946$ following Koop et al., 2000b) were added for supplementary information. In each plot, the color scale is used to represent changes in
the AF. The white region in the color bars represents the ice nucleation onset, which was estimated using the median of the inflection points obtained for each activation curve (see A1 for more information).

Figure 9. Heterogeneous freezing of size-selected 200 nm NX-illite particles. The AF of aerosols with $d_p \geq 3 \mu m$ is plotted as a function of the average $T_{\text{lam}}$ and $RH_{\text{lam}}$. The AF= 1% is plotted as circles for comparison with the AF=1 % onset of similar particles reported in Welti et al. (2009), shown here as black squares.
Figure A1. Homogeneous freezing of 200 nm particles generated from a natural salt sample collected in the Qaidam basin, China. Note that, due to an instrumental malfunction, the CPC was not running and thus the AF could not be calculated for this experiment. The concentration of aerosols with $d_p \geq 3 \mu m$ is plotted as a function of the average $T_{lam}$ and the maximum $R_{Hi,lam}$, and the color scale is used to represent changes in the concentration. The white region in the color bars represents the ice nucleation onset which was estimated using the median of the inflection points obtained for each activation curve (see A1 for more information). The theoretical curves for water saturation (solid black line) and homogeneous freezing (dashed black line, calculated with $\Delta aw = 0.2946$ following Koop et al., 2000b) were added for supplementary information.