Response to Anonymous Referee #2

This paper uses spectral analysis to assess the accuracy of low cost air quality sensor networks. This approach is sensible because as the authors note "Sources with short time periods, relative to the calibration period, are averaged out and inadequately accounted for in the calibration. Thus long time scale events are completely lost in the calibration process." The new calibration approach is interesting and appears to have potential.

Response: We sincerely appreciate the reviewer for their valuable time in providing constructive feedback. Our responses to the specific comments are presented below in blue text.

The paper highlights that both the regulatory and low cost networks show distinct peaks in the power spectrum at 4, 8, 12 and 24 hours. It is stated that the 24 hour peak "likely represents harmonics of the 8 hour and 12 hour signals, and hence represents a combination of both (8 and 12 hours) sources". Isn’t it more likely that the same sources occur at the same times daily, i.e. morning rush hour, evening rush hour, etc. all start at the same time each day and so you would expect 24 hours to turn up in the power spectrum very strongly?

Response: Yes, we expect the 24 hour peak to be stronger than the 8 and 12 hour peak as is observed in Figure 6. Small differences in the times of rush hour between weekend and weekdays and possibly also within weekdays, could slightly moderate the magnitude of the 24 hour peak.

The 8 hour peak being traffic seems very plausible and the analysis on the days of the week is good evidence due to the preponderance of 8 hour working days. The argument put forward for the 12 hour peak would seem to make more sense to me to be at 24 hour peak, i.e. peak sunlight follows a 24 hour period not a 12 hour period. Could the 12 hour period be representative of 12 hour work shifts, in addition to the 8 hour shifts? Whereas 8 hour shifts represents a standardised “9-5 working day through Mon-Fri”, a 12 hour shift is more likely for shift work where workers have a certain number of days on and a certain number of days off, which would not show so significantly in the day of the week effect? The peaks at 4 and 6 hours are also intriguing, what could be causing these?

Response: We agree that the 12 hour peak could also be traffic related. In addition, the 4 and 6 hour peaks also likely have a relation to traffic patterns, as shown in (Lu et al., 2014).

The lack of concrete understanding of the periods should be stated more clearly in the conclusions and abstract. The results are interesting, but far from being definitive as yet.

Response: Yes, we have added the sentence in abstract as well as a paragraph in the conclusions to state lack of concrete understanding of the periods.
With the rationale of calibration periods missing short term signals through the averaging out of signals, it is unclearly why outliers (L100) were removed. These signals could very possible be true, for example due to construction dust etc.

Response: The reviewer raises a good point. Some of the outliers could indeed be real data. Our rationale in removing the outliers was based on following the approach of previous studies, such as the work by (Barkjohn et al., 2021). We believe the major results of our study will not be affected by the treatment of the outliers.

It's not clear why a linear RH correction is used (L118) when the RH effect has been shown to be due particle hygroscopicity, which is non-linear with respect to RH. The k-Kohler approximation well in many low cost sensors, e.g. Crilley et al. 2018 - https://amt.copernicus.org/articles/11/709/2018/ The lack of diurnal RH effect in the correction might explain some of the difference seen in the power spectra of the EPA and low cost data.

Response: It is true that particle hygroscopicity is influenced by RH in a non-linear manner. However, in our study, we intentionally avoided making assumptions about particle properties and their behavior.

The linear RH correction approach was chosen to maintain simplicity and minimize assumptions. This approach has been used in other studies, including the work by (Barkjohn et al., 2021), which we followed for consistency and comparability. By using a linear correction, we aimed to provide a practical and straightforward method for correcting low-cost air quality sensor data without making complex assumptions about particle hygroscopicity.

The authors should provide some rationale why they think the low cost sensors are missing the high frequency outputs. For example, why would the low cost sensors be blind to traffic data for example? Are the low cost sensors not measuring the smallest particles that the EPA sites are measuring? If so, then the low cost measurements are blind to a subset of particles. What is the implication of this?

Response: We have added following paragraph in conclusions.

The reason why low-cost sensors may be missing high-frequency components from sources such as traffic can be attributed to several factors. One factor is the minimum detection size limit of the sensors, which is ~ 300nm. Sources, such as traffic, with PM emissions predominantly in the sub-300nm size range will, thus, be under-detected in low-cost sensors. EPA measurements do not have this limitation. Additionally, low-cost sensor response depends on the composition and shape of particles, resulting in PM measurement accuracy varying with emission sources.

The implication of these limitations is that the measurements provided by low-cost sensors, such as those in PurpleAir, will be underestimated with respect to certain pollutants, including
those associated with traffic emissions, and overestimated related to others. Consequently, relying solely on low-cost sensor measurements without considering the limitations in particle detection and composition could result in an incomplete understanding of air quality, especially in relation to specific pollutant sources or components.

Minor comments

L23-24 the literature around links between air pollution and COVID-19 outcomes are still contested. I would insert a ‘maybe’ within “…exposure to PM2.5 [might] also impact responses to acute diseases such as COVID-19”.

Response: We have fixed this in our manuscript.

L29 – define FRM and FEM and indicate how they differ.

Response: We have added this paragraph to the manuscript.

FRM refers to the specific monitoring methods that have been designated by the EPA as the reference standard for measuring air pollutants, while FEM refers to alternative monitoring methods that have been deemed equivalent to the FRM methods by the EPA. The two methods may utilize different instruments or measurement techniques but have demonstrated comparability in accuracy and reliability. The strict maintenance and calibration routines followed in these stations ensure high-quality data and comparability between different location.

L44 “Using two sensors… allows for the robustness of data collection”. Spell out why two sensors improve robustness.

Response: We have added this updated sentences in the manuscript.

Using two sensors that measure the exact same PM measurements allows for the robustness of data collection by minimizing any data noise, loss of data due to sensor failure, or measurement error due to sensor electronics issues.

L80 provide some rationale why Chicago PM2.5 have near doubled from 2017 to 2019.

Response: We have added this into our manuscript.

The likely reason for increase in PM2.5 levels is the associated increase in emissions from mobile sources in recent years (Milando et al., 2016).
L89 typo ‘foe;d’
Response: We thank reviewer for pointing out this typo, we have fixed it in the manuscript.

L110 the thermal conditioning within EPA measurements can impact upon particle mass through the removal of volatiles and this should be highlighted.
Response: We have added this information into manuscript

Additionally, temperature and relative humidity can alter particle physical and optical properties that PA measurements are sensitive to. While EPA measurements will also be affected by these air properties, the impact is lower because of thermal and humidity conditioning of samples prior to measurements.

L162 define ‘stationarity’.
Response: We have defined the stationarity into manuscript.

Figure 1 – provide units on population density.
Response: We have added the units of population density in figure as well as in the caption.

Figure 2 – define the coloured lines on top of the E2 and P6 time plots.
Response: We have added colored line on top of figure.