
Response to Anonymous Referee #2

Overall, I agree with one of the reviewers that perhaps there isn’t a significant new finding in the
data analysis but that the technique is valuable to have published for others to use. However, I
would also say that more clarity should be provided in the text to inform others of how to use
this technique/approach. After reading through the paper, I am not sure how the spectral
analysis actually assessed the accuracy of the low-cost sensors in a quantitative way; it seems
just qualitative at this point. The 4-, 8-, 12-, and 24-hour “sources” are linked to traffic and SOA
(as educated guesses, with some literature citations), but there is no summary of what actual
error this causes in the PA sensors as compared to the EPA sensor. As I say below, there is a
number “17%” that I do not know where it comes from. Figure 9 looks to be the key figure and I
do not understand how this gives the conclusions you report. Finally, the conclusions section
should be written more precisely and specifically to summarize the specific (and quantitative)
points of the paper.

Response: Thank you for the very helpful comments. We have addressed the individual
comments below. We agree with the reviewers that this paper is not the first to point out that the
low-cost sensors are not accurate or that their measurement accuracy is dependent on particle
source. The primary contribution of the paper is the introduction of a new approach to analyze
long-term low-cost sensor data that enables quantitative estimation of accuracy of low-cost
sensors for sources that have a distinct time signature.

Our responses to the specific comments are presented below in blue text.

Lines 5 and 93 - Is “frequency analysis” and “spectral theory” referring to the same basic thing?
Perhaps make the language more consistent in the text.

Response: Yes, both terms refer to the same approach and we agree that consistency is
important and we are now using spectral theory in the entire document.

Line 110 - A “cursory” analysis is very unsatisfying here. You can quantify whether or not the PA
sensors are in denser populations than EPA sensors. Could this fact alone explain why the PA
sensors typically read higher concentrations than the EPA measurements?

Response: We have added quantification to demonstrate that most PA sensors are placed in
areas with denser populations compared to EPA sensors. However, the location of sensors in
denser populations alone cannot account for the higher concentration, as sensors located in
lower population densities also show higher concentrations than EPA sensors.

Line 129 - What is “cf_1”? What is it numerically and conceptually, and is it a constant or does it
change in the same way RH does?

Response: The PA provides two PM2.5 values - one labeled as: cf_1 (higher correction factor)
or cf_atm (atmosphere). The two values have different “correction factors” that convert the



sensor light scattering measurements to PM. For RH less than 70%, both values yield similar
results for PM2.5 less than 25 μg/m3. Outside this range, when the cf_atm and cf_1 start to
disagree (Barkjohn et al., 2021). It’s important to note that the specific algorithm employed by
PA for converting Plantower data into mass concentration, whether using cf_1 or cf_atm
correction factors, has not been publicly disclosed (Ouimette et al., 2021)

The standard correction, as developed by (Barkjohn et al., 2021), utilizes cf_1 PA data for the
correction equation. Therefore, for the sake of consistent comparison with the standard
correction, we have also employed cf_1 for local corrections.

Above text has been added to the updated manuscript.

Line 131 - needs rewording I think - the previous sentence says you use sensors onboard the
PA only, but then you use EPA sensors also. I think I know what you did to calibrate the data,
but its not clear in the text.

Response: The correction model only required the use of RH from the PA sensors, not the EPA
data. This is now corrected in the text.

Line 144 - The overestimation by 50% is not at all clear in the figures. Show the fit line
equations or state them in the text. Same for the underestimated data.

Response: We have a line with its slope as well as intercept values, the overestimation is
around 40% and standard correction has underestimated the actual PM2.5 by 30%. We have
updated this in the text.

Line 152 - It is not actually clear to me that the model didn’t work. After all, the variability in the
data was reduced as compared to the EPA value. The median value is also (very) slightly closer
to the EPA value than the uncorrected PA value.

Why did the standard correction model not work? Didn’t you use the EPA data to constrain the
model and derive a correction factor that minimizes the error between the datasets? By
definition then, the model should “work” unless the data were already as close together as they
could be. Otherwise, the model is entirely insufficient, which makes me wonder how previous
studies could have used this model.

Response: It must be clarified here that the standard correction model that we used was not
built with the EPA data from our study. We are using this model as a starting point, because this
is a commonly used model built with US-wide data sets. While the model does bring the
median values closer, the quality of fit (as represented by R^2 value of the correlation before
and after correction) does not improve, suggesting that the model does not account for all the
causes of differences in the PA and EPA.

Line 160 - Be specific and add the exact p-values to the text and/or the figures



Response: We have added exact p-value to the text.

Line 190 - Does this imply that the model did work? (Line 152)

Response: Yes, as consistently noted in the manuscript, the model does bring the average
values of the two networks together.

Also, you can do better than “closer” - be quantitative.
Response: We have calculated the RMSE between EPA PSD and PA PSD, as well as between
EPA PSD and PA Standard Corrected PSD. The RMSE between EPA and PA PSD is 237.7,
and the RMSE between EPA and Standard Corrected PA PSD is 101.8. This indicates that the
PSD of the corrected data is closer to the PSD EPA data. This is now included in the
manuscript.

I’m also not even sure this is true; at smaller frequencies, PA looks much better than corrected
PA.
Response: That is exactly our observation! The corrections scale down values across all
frequencies uniformly, and this is seen to result in a poorer fit at short-term frequencies after
correction compared to before correction.

Line 194 - How did you remove the baseline? Is there a single equation you fit?
Response: To create the average PSD curve, we obtained the PSD curves for each of the 5
EPA sites and the 9 PA sites. To remove the baseline of the PSD curve, we first smoothed the
PSD data with a moving average filter and then subtracted the smoothed PSD curve from the
original PSD curve. For the moving average smoothing, we used a window size of 100
hours.(see supplementary section Baseline removal). We have added this information to the
text.

Line 195 - What do the higher peaks mean? This whole section needs a better explanation.

Response: A higher EPA peak indicates that the PSD value in that peak is higher for EPA than
for the PA corrected data. We have re-written and re-organized the section to more clearly
explain our findings.

Line 201 - Why “Assuming”? Are there rush hours 8 hours apart in the middle of the night also?
Where does “17%” come from? (As a number). I also don’t understand what “of that in the EPA
data” means either.

Response: The reviewer’s question is not clear to us. We are assuming that the reviewer is
referring to our discussion about the 8 hour peak and wondering if you need 3 peaks separated
by 8 hours through out the day to show up as a 8 hour peak in frequency analysis. Assuming
that is the question, the answer is “no”. Just two peaks with a 8 hour difference in particle



concentration peak (like traffic during the day) will also produce a 8 hour peak in the frequency
domain. The paragraph is rewritten for clarity.

It seems the argument is that because there is high traffic, then the PA sensors won’t perform
well as compared to EPA data. If 17% is referring to the fraction of PM caused by traffic, I would
say that doesn’t seem like a high value. Also, does that mean you can find a 17% error in the
measurements?

Response: The argument is that if the PA and EPA sensors are essentially measuring the same
aerosol, the contribution of different sources to their signal should be the same. Here, they are
not. If traffic is assumed to be the only source of the particles with a 8-hour peak in the
frequency domain, then the PA sensors are only capturing 17% of the traffic signal.

Where is the discussion of the 4-hr peak? Might all the others be a multiple of whatever is
happening here? (I do not see any updates in the text with regards to your response to
Reviewer 2 about this.)

Response: The 4 and 6 hour peaks also likely have a relation to traffic patterns as observed in
Sun, (2014) . We have added this to the text.

Why is humidity not a part of the 12-hr peak? RH can profoundly effect low cost sensors and is
typically on a 12-hr cycle high to low.

Response: That is a good observation. Humidity could have a 12 hour cycle and could be one of
the reasons for the 12 hour peak and this is noted in the updated text.

Line 251 - There really aren’t any more details in the Supplementary, just equations. Some
narrative description would be nice.

Response: We have incorporated description and some additional information into the
supplementary file.

Line 291-292 - this is not a sentence

Response: We have fixed it in the text.

Line 294 - How is drift in sensor performance captured by the local model? Which term of the
equation?

Response: The drift in sensor performance is not captured by any of the models, as we are
including elapsed time in the models.



Figure 9 - I do not understand this figure. What is density? Line 298 - I don’t understand how Fig
9 proves this.

Response: “Density” represents probability density function (PDF), here that would be the
probability of measuring different PM2.5 values during the measurement time period. In Figure
9, the left side shows the time series of the three components of the data while the right side
shows the PDF of that data. If the particle concentrations were a constant value throughout the
two year time period, then the PDF would be a delta function. The PDFs highlight the variability
in the data during the measurement period. Assuming that EPA measurements are perfect, a
key finding is that for the short-term time period, after using the country-wide model the PDF of
the data is narrower than without correction, suggesting a lot of observed variability is removed
by the model (possibly because they were incorrectly attributed to humidity effect). Thus, while
the correction model does bring the correlation closer to 1 (Figure 2), it does not equally scale
the contribution of all particle sources.

Line 299-300 - this is not a sentence
Response: We have added updated that sentence in the text

Line 320 - Be more specific and precise in the conclusion: which models? Which 12 hour time
period source (line 335)?

Response: We have clarified and added more information into text.

Lines 335 and 340 - should not have single sentence paragraphs

Response: We have merged that sentence with the previous paragraph.

Fig 2 - would be helpful to have a 1:1 line displayed

Response: We have added 1:1 line in the Figure 2

Fig 4 - just add actual p-values to the title, remove legend at the bottom (with the ***)

Response: We have included the actual p-values in the text; however, in scientific literature, it is
common to express p-values as '***' for easy comparisons. For instance, the p-value for
weekdays was 0.0000007535, which can be impractical to write out in full. Rounding it results in
'0,' which may not convey the significance properly. Therefore, representing it as p-value < 0.05
provides a clearer indication of its significance.

Fig 5 - is the x-axis frequency?

Response: No, the x-axis is 1/frequency, which corresponds to time in hours.



Fig 6 - All PA data are not shown. The plot goes to 40 hrs, not 24.

Response: That’s correct, we have fixed the caption.

Technical corrections
There are still a few formatting corrections that need to be made when the article is typeset,
including lines 19, 20, 81, 84, 89, 111, 204, 264

“US” should be “U.S.”

Response: We have fixed all mentioned corrections!

Line 175 - you are using PSD before it is defined

Response: Yes, now we have defined in line 177 in updated documents

Line 199 - should be “PA PSD peaks”, right?

Response: Yes, that's correct. We have fixed it.


