
Response to reviewer #2 

General Comments: 

In this manuscript, differences between observed visible satellite images from the AGRI 

instrument onboard FY-4A and synthetic images computed with the RTTOV forward operator 

package from deterministic forecasts of the CMA-MESO model are discussed and a bias 

correction method is proposed. The authors address a relevant question. Fast forward operators 

have become available for the up to now underused visible satellite channels in the last years, 

several services have started monitoring experiments for these channels and at the German 

weather service visible reflectances are assimilated operationally since March 2023. So there is 

a clear interest in exploiting the cloud and aerosol information contained in visible channels for 

data assimilation and understanding systematic errors is an important first step. 

While the topic is clearly relevant, the methods employed by the authors are in my opinion 

not really sufficient to get information on the origin of reflectance errors. The latter could be 

caused by the instrument (e.g. calibration problems), the model (e.g. deficiencies in the 

representation of clouds) or the forward operator (e.g. albedo errors or 3D effects). In particular, 

I think the authors skipped one first, important step: Comparing reflectances histograms for O 

and B. In contrast to O-B statistics, histograms are not sensitive to the location of the clouds (to 

correct that is the job of data assimilation) and can provide a lot of information (see e.g. Geiss 

et al 2021). I would also suggest to distinguish not only between cloudy and clear pixels, but 

also between regions for which we would expect different error characteristics. Given the 

CMA-MESO domain contains the Himalaya and oceans, it could make sense to distinguish 

between land, sea (lower albedo error) and extreme orography (potentially larger model and 

albedo errors). And finally, it would be important to exclude cases from the statistics, for which 

it is clear that one cannot get reasonable results. This would e.g. be pixel for which the BRDF 

atlas contains contribution from snow and thus no reliable albedo information is available. 

The bias correction proposed in the last part of the manuscript is in principle interesting. 

However, the results are not discussed in a sufficiently clear way and I do not understand the 

motivation for the "ensemble" version. 



Our response: 

Thank you for the instructive comments. According to your comments, major revisions 

were made to the manuscript, and the revisions include the following three main aspects. 

(1) We added the analyses of the Probability distribution Density Functions (PDFs) for the 

reflectance and brightness temperature in the revised manuscript. (L200-216, L234-261) 

The brightness temperature was analyzed for the FY-4A/AGRI channel 13 (10.30 μm – 

11.30 μm), which is an infrared window channel. Therefore, the brightness temperature could 

reflect cloud top height in cloudy regions. For the BT images generated by the CMA-

MESO+RTTOV-DOM simulations, the PDF was underestimated at the high-BT end and 

overestimated at the low-BT end, implying that high clouds were underestimated or low clouds 

were overestimated. For the visible images generated by the CMA-MESO+RTTOV-DOM 

simulations, the low-reflectance end of the PDF was overestimated, which should be related to 

the underestimated cloud cover and neglected aerosol contributions. In the medium reflectance 

range, the PDF was underestimated by the synthetic visible images, which should be related to 

the deficiencies of the NWP models and the forward operators (potential biases in the cloud 

optical properties). 

(2) In the revised manuscript, the O-B biases were explored for different scenarios by 

distinguishing not only between cloudy and cloud-free pixels, but also between sea and land 

surfaces. In addition, three sets of threshold tests were applied to exclude cases where 

reasonable results cannot be expected. (L262-334) 

The first threshold test is terrain height test. Due to the deficiencies of the CMA-MESO 

model over the complex terrain areas, especially over the Qinghai-Tibet Plateau, a threshold 

test of terrain height (> 4.0 km) was applied to exclude these areas. 

The second threshold test is the land surface albedo test. Over land, the snow-covered 

areas were screened out by applying a threshold test of the surface BRDF (0.2/3.14). Here 0.2 

is the surface albedo of typical snow-covered surfaces, and 0.2/3.14 denotes the BRDF for a 

Lambertian radiator 

The third threshold test is the cloud-free reflectance test over sea areas. The highly 

reflective areas over ocean surface (reflectance > 0.1) were excluded to reduce the sun-glint 

impacts. 



(3) For the data assimilation of FY-4A visible reflectance data in real-world cases, it is 

necessary to correct the systematic biases in the observations in order to comply with the 

unbiased Gaussian PDF of the observation errors. By applying the first-order bias correction 

with a deterministic forecast, the bias correction was not that effective since the Gaussianness 

of the PDF was not well respected. In fact, some irregular structures were revealed in the PDF. 

We think an important reason is that the synthetic images were accompanied with some random 

errors in the deterministic forecasts from CMA-MESO. An ensemble forecast should mitigate 

some of the random errors in the synthetic images. After bias correction based on an ensemble 

forecast, the Gaussianness of the PDF for O-B differences were better respected, and the biases 

were reduced more evidently compared with the bias-corrected results based on a deterministic 

forecast. This is the reason why an ensemble forecast was introduced in comparison with the 

results with a deterministic forecast. (L417-470) 

 

Specific Comment: 

- l. 24: How do you mean "negatively biased"? In Fig. 2 and Tab. 1 O-B is in general 

positive. 

Our response: 

We made a typo error in the original manuscript. This mistake was corrected in the revised 

manuscript. (L25-26) 

 

Specific Comment: 

- l. 27: The standard deviations are actually not reduced significantly and that is also not 

what you would expect from a bias correction 

Our response: 

It is true that the effects of the bias correction method on the standard deviations were 

trivial. As a result, discussions on the standard deviations were deleted in the revised manuscript. 

 

Specific Comment: 

- Introduction: There are two papers comparing synthetic and observed visible reflectances 

that should be cited here, Geiss et al. (2021) and Lopez & Matricardi (2022). 



Our response: 

Thank you for recommending the two papers which are closely related to the topic in our 

manuscript. The two papers were cited in the introduction in other parts of the manuscript. 

(L72-76) 

 

Specific Comment: 

- l. 57: "The key assumption [...] is that the model equivalents do not generate systematic 

biases" Well, this is just not a reasonable assumption! Systematic errors due to model and 

forward operator cannot be assumed to be smaller than instrument/calibration errors. What you 

can assume is that the different error contributions have different spatial and temporal 

characteristics (e.g. the jump in Fig. 2 is very likely related to the calibration changes), which 

can be used to identify likely error sources. 

Our response: 

We agree with you on this comment. Currently, it is difficult to illuminate the 

representativeness errors which are related to the NWP models and forward operators. One 

example of the representativeness error in B was caused by the annular solar eclipse on 21 June 

2020 (Fig. S4(b)). The forward operator neglected the abrupt decrease of incoming solar 

irradiance, leading to underestimated reflectance in the synthetic image. Therefore, the sentence 

was replaced by “One assumption of the inter-comparison method is that the spatiotemporal 

characteristics of different error contributions differ so that the O-B analysis can be used 

to identify different error sources” in the revised manuscript. (L81-82) 

 

Specific Comment: 

- l. 61: "NWP model errors could be alleviated [] by temporally averaging several instants 

over a long period of time". Averaging over a long period can help to detect systematic errors, 

but it cannot "alleviate" them. No DA system works with time-averaged states... 

Our response: 

Thanks for pointing this out. This sentence was deleted in the revised manuscript. 

Averaging several instants over a long period of time is helpful to detect some systematic errors 

of the NWP models. Therefore, the spatial distribution of one-month mean precipitation and O-



B biases of reflectance was analyzed. The analysis revealed systematic errors of the CMA-

MESO in overestimating the precipitation areas (Fig. 3, L209). In addition, analysis of the one-

month mean O-B differences revealed systematic biases of CMA-MESO+RTTOV-DOM 

simulations over complex terrain areas (Fig. 5, L255). 

 

Specific Comment: 

- 2.1: The parameterization for unresolved sub-grid clouds was found to be very important 

in Geiss et al. (2021). How is CMA-MESO handling this and are the subgrid contributions 

included in the input data for RTTOV? 

Our response: 

Previous studies suggested that the parameterization for unresolved sub-grid clouds was 

critical to the simulated reflectance (Scheck et al., 2018; Geiss et al., 2021). In this study, the 

sub-grid clouds were approximated by the meso-SAS shallow-convective cumulus 

parameterization. The tendency equations of the grid-box mean moist static energy, water 

vapour mixing ratio, and vertical velocity were related to the transfer equations of related 

variables at sub-grid scale. The mixing ratio of cloud hydrometeors at sub-grid scale was 

generated by convective condensation with interactions to gird-scale processes considered. The 

spatial coverage of the sub-grid clouds within a grid box was depicted by cloud cover, which 

was diagnosed from the grid-scale humidity following Xu and Randall (1996). The cloud cover 

derived from the CMA-MESO forecast was included in the RTTOV input to account for the 

sub-grid contributions and the radiative transfer was solved by using the maximum random 

overlap method. (L117-125) 

 

Specific Comment: 

- l. 95/Fig. 5: For the Baum ice clouds you need also the effective ice particle radius -- 

which parameterization did you use? Do you have an idea why the effect visible in Fig. 5 is so 

much stronger than what Geiss et al. found for modified ice optical properties? 

Our response: 

The liquid and ice cloud optical properties in RTTOV were parameterized by the “Deff” 

scheme (Mayer and Kylling, 2005) and the Baran et al. (2014) scheme, respectively. The 



effective radius of liquid water clouds (𝑅𝑒𝑙𝑖𝑞) was calculated following Thompson et al. (2004) 

and Yao et al. (2018). The effective radius if ice clouds (𝑅𝑒𝑖𝑐𝑒) was not calculated explicitly 

since the ice scheme developed by Baran et al. (2014) does not have an dependence on 𝑅𝑒𝑖𝑐𝑒. 

(L155-159) 

In our manuscript, the reference run was configured with Baran scheme, while the 

experiment run was configured with the Baum scheme which includes a general habit mixture 

(GHM) of ice crystals. In Geiss et al. (2021), the reference run was configured with the GHM 

model developed by Baum et al. (2014), whereas the experiment run was configured with solid 

column scheme based on ice optical properties of Yang et al. (2005). The sensitivity study in 

our manuscript indicated that the impacts were especially apparent for optically thin clouds 

(reflectance < 0.2) (Fig. 8(b)) and extended to optically thick clouds. However, Geiss et al. 

(2021) suggested that changing the ice scheme from GHM to the solid-column scheme only 

affected the high-reflectance end of the PDF. We did not conduct an inter-comparison study of 

ice cloud schemes between the solid columns and GHM. But Baum et al. (2014) compared the 

ice cloud optical thickness retrieved based on the GHM and solid columns and indicated good 

consistency between two ice models due to their similar asymmetry parameters. However, there 

should exhibit distinct differences of the optical properties between the Baran scheme and 

Baum scheme. For example, the Baum scheme was developed based on nine basic ice habits 

whereas the Baran scheme involves only six ice habits. In addition, the PDFs and the mixing 

ratio of each habit are different between the two ice schemes. Therefore, the distinct differences 

between the Baran and Baum schemes should be the main cause to the larger differences than 

Geiss et al. (2021) between the reference run and experiment run. (L361-380) 

 

Specific Comment: 

- l. 98/117: How well does "cloudy" in the CLM product correspond to CWP > 0.01kg/m2? 

This probably rather unclear (no pun intended). The CLM algorithm may even use infrared 

channels and could therefore "see" clouds that are actually transparent in the visible range (I 

have not checked that). A more reliable way to define cloudy pixels would be to use reflectance > 

threshold value (e.g. r>0.2 as in Geiss et al. 2021) or even better reflectance > clear sky 



reflectance + threshold value. Exactly the same criterion could be applied to the observed and 

the synthetic reflectances. 

Our response: 

Thank you for the constructive suggestion to build an equivalent criterion of cloud mask 

for the simulations and observations. In the revised manuscript, cloud mask was determined by 

comparing the simulated and observed reflectance with the reflectance simulated by ignoring 

cloud impacts. (L278-303) 

For the synthetic visible image, a pixel was designated to be cloudy if the simulated 

reflectance simr  satisfies Equation (4). Otherwise, the pixel would be classified to be cloud-

free. 

,sim sim clearr r
                               (4) 

where ,sim clearr  denotes the simulated reflectance when cloud contributions were ignored. 

The aerosol contributions were neglected by the simulations since the CMA-MESO 

forecasts do not provide aerosol information explicitly, whereas the observed reflectance 

inevitably includes aerosol contributions. Considering the aerosol contributions to the 

reflectance, a pixel is assumed to be cloudy if the observed reflectance obsr  satisfies Equation 

(5), 

75

,obs sim clear aerr r r                               (5) 

where 
75

aerr  denotes the aerosol contributions to the reflectance of cloud-free pixels, which was 

set to the upper quartile of , ,obs clear sim clearr r  for the preliminarily estimated cloud-free pixels. 

,obs clearr  denotes the observed reflectance for cloud-free pixels, which were preliminarily 

determined by the FY-4A CLM product. The second-step estimate of cloud-free pixels was 

determined Equation (6), 

25

,obs sim clear aerr r r                              (6) 

where 
25

aerr  denotes the aerosol contributions to the cloud-free reflectance. Similarly, 
25

aerr  

was set to the lower quartile of , ,obs clear sim clearr r  for the preliminarily estimated cloud-free 

pixels. The two-step estimate of cloud mask for observed images was performed to maintain 

equivalent criterion of the cloud mask for synthetic images. It is noted that the first-step estimate 

of cloud mask should have different representativeness compared with the cloud mask 

diagnosed from Equation (4). For example, the CLM cloud mask was generated by including 



extra infrared observations (Wang et al., 2019) that are much more sensitive to optically thin 

cloud, which may appear to be transparent in the visible band. Nevertheless, the quartile 

estimation should mitigate the impacts. On one hand, thin clouds which are transparent in the 

visible channel whereas are opaque in the infrared channels should contribute insignificant part 

to obsr . On the other hand, the quartile estimation in Equations (4) and (5) discarded 25% 

samples in estimating the lower and upper quartiles of , ,obs clear sim clearr r .  

 

Specific Comment: 

- End of 2.1: Maybe here would be a good place to add some more information on RTTOV. 

In contrast to Anonymous Reviewer #1 I do not think RTTOV in the visible range "is still 

questionable". No forward operator is perfect, but there are several studies (Geiss et al 2021, 

Lopez & Matricardi 2022) that demonstrate the capabilities and discuss limitations of RTTOV 

for visible satellite channels.  Moreover, RTTOV is used for the operational assimilation of the 

visible Meteosat SEVIRI channel at DWD, which is a clear indication that RTTOV produces 

reasonable results. While most of them are based on the MFASIS solver (Scheck et al. 2016, 

2022), the latter is just an emulator for the DOM solver used in this study, so error estimates 

derived for MFASIS present upper bounds for DOM errors.  (I guess MFASIS coefficients are 

not yet available for FY-4A). 

 

Our response: 

Thank you for this suggestion. We added some comments on this topic in the introduction. 

(L64-80)  

“The inter-comparison method was also applied to satellite visible channels (Geiss et al., 

2021; Lopez and Matricardi, 2022; Lopez et al., 2022) to better understand the observation 

errors and representativeness errors and to provide guidance for the improvements of NWP 

models and forward operators. Most of the studies performed the radiative transfer simulations 

based on a software package termed the Radiative Transfer for the Television infrared 

observation satellite Operational Vertical Sounder (TOVS) (RTTOV) (Saunders et al., 2018). 

To save computational cost, a method for fast satellite image synthesis (MFASIS) was 

developed based on a lookup table (LUT) computed with one-dimensional (1D) solver of 



RTTOV in rotated Cartesian coordinates to account for some three-dimensional (3D) radiative 

effects (Scheck et al., 2016; Scheck et al., 2018). To better simulate the tangent linear and 

adjoint models, a neural network-based forward operator was also developed based on RTTOV 

simulations (Scheck et al., 2021). Intercomparison of satellite visible reflectance and the 

equivalents derived from NWP models and MFASIS indicated generally good agreement, and 

the Bidirectional Reflectance Distribution Function (BRDF) of land surface derived from a 

monthly mean atlas generated reasonable results in cloud-free conditions (Lopez and Matricardi, 

2022). However, neglecting aerosol contributions in the radiative transfer simulations would 

lead to systematic biases both in cloudy and cloud-free conditions (Geiss et al., 2021). Data 

assimilation of satellite visible reflectance data based on the MFASIS suggested positive 

impacts in real-world cases (Scheck et al., 2020). Since March 2023, satellite visible reflectance 

data have been operationally assimilated in German Weather Service by using the MFASIS 

forward operator. Existing studies imply the promising expectation that RTTOV could generate 

reliable visible images if the NWP models were well tuned and the model configurations were 

optimized.” 

 

Specific Comment: 

- l. 109: It would be good to provide the wavelength 

Our response: 

Done. (L93) 

 

Specific Comment: 

- l. 116: If you produce output with CMA-MESO every 15 minutes and FY-4A/AGRI 

starts scanning from the north of the disk to the south at the same times (I am not sure about 

the scanning strategy), the time difference is probably smaller than 7.5 minutes. Please check... 

Our response: 

The full-disk scanning cycle of AGRI is 15 minutes and the scanning usually starts at 

00:00 UTC. In addition, the CMA-MESO forecasts were produced at hourly intervals (e.g., 

04:00, 05:00, 06:00, …). Therefore, the maximum allowable time differences between the FY-



4A observations and CMA-MESO forecasts are within 15 minutes to ensure the temporal match. 

(L166-170) 

 

Specific Comment: 

- Fig 2: Is all = cloudy + cloud-free? Then I do not understand how the bias for all can be 

larger than for cloudy. Or is the third category "uncertain" missing in the plot? Then it would 

be good to add it. Moreover, the number of pixels in cloudy/cloud-free/uncertain as a function 

of time would be interesting.  Maybe this is helpful for the interpretation: If the jump on 9th of 

September is related to a changed calibration factor (the constant used to convert the number 

of detected photons to a radiance) then the change in reflectance bias in cloudy/cloud-free 

should be proportional to the mean reflectance in cloudy/cloud-free.  The fact that the cloud-

free bias increases indicates that either the calibration has in fact become worse on September 

9th or that before a calibration-related bias compensated a clear-sky bias (e.g. due to an albedo 

bias). 

Our response: 

(1) In the original manuscript, all = cloudy + cloud-free + uncertain. In Fig. 7 of the revised 

manuscript, all = cloudy + cloud-free to avoid misleading. Fig. 7 includes three subpanels. The 

first panel showed the biases for all pixels (cloudy + cloud-free for both land and sea surfaces) 

and the corresponding number of pixels. The second panel showed the biases and the number 

of pixels for land surface, where results for cloudy and cloud-free pixels were presented 

separately. The third panel showed the biases and the number of pixels for sea surface, where 

results for cloudy and cloud-free pixels were presented separately. (L331-334) 

(2) The abrupt change of the bias from September 8th to 9th was caused by the 

measurement calibration processes, which were confirmed by two facts. First, the O-B biases 

were positively related to the observed reflectance which is proportional to the calibration 

coefficient. Therefore, an abrupt of the domain-averaged observed reflectance was also 

revealed. Second, the calibration correction coefficients of FY-4A/AGRI channel 2 were 

updated by the National Satellite Meteorological Center (NSMC) of CMA at 02:00 UTC on 9 

September 2020 (http://www.nsmc.org.cn/nsmc/cn/news/103609.html) (remember that both 

the observations and simulations were deployed at 06:00 UTC). (L316-321) 

http://www.nsmc.org.cn/nsmc/cn/news/103609.html


(3) Cloud-free biases were reduced after the calibration correction coefficients were 

updated (Fig. 7(b)), which confirms the effectiveness of the calibration processes. (L321-322) 

 

Specific Comment: 

- l. 145: If I understand this correctly, your "ensemble" is just seven deterministic model 

states for different lead times. This is not what anybody in data assimilation would call an 

ensemble and you are definitely not evaluating an "ensemble forecast" (l. 146). This is really 

misleading and I also do not see why this "ensemble" should be interesting. If you compute the 

average of synthetic images for different lead times you will of course get a blurred version of 

the 3h lead-time image and increase the cloud cover. But no operational data assimilation 

system I know uses time-averaged states.  Is the point here that in a real ensemble DA system 

you would use the "real ensemble" for the bias correction but as you have none available here 

you are using the set of deterministic model states, because it has similar properties (the clouds 

are not exactly at the same locations in all of the members)? 

Our response: 

It is noted that the ensemble forecast here could not represent a real ensemble in any 

operational ensemble DA systems. On one hand, the number of ensemble members is too small 

to fully represent the uncertainties of atmosphere states. On the other hand, a more commonly 

used way to generate an ensemble forecast is to add perturbations to the ICs and LBCs or to 

combine several forecasts with different combination of microphysical schemes (Li et al., 2015). 

The simplified ensemble forecast in this study was used mainly because none of a well-tuned 

ensemble forecast is currently available for the selected area. Nevertheless, synthetic visible 

images derived from the ensemble forecast should be accompanied with increased cloud cover 

since clouds are not exactly overlapped for different ensemble members. As a result, the number 

of matched pixels which are cloudy both for the observations and simulations would be 

increased, which benefited the bias correction in cloudy regions (see Section 5 for more details). 

In a real ensemble DA system, a real ensemble would be adopted for the bias correction. (L139-

148) 

 

Specific Comment: 



- l. 147 / 211: Using the overbar for both ensemble mean and spatial average is confusing. 

Our response: 

In the revised manuscript, the overbar specifically denotes the domain average. Synthetic 

image generated by an ensemble forecast was explicitly noted in the text. (L431, L473-484) 

 

Specific Comment: 

- Table 1 (deterministic forecast): I am missing a better discussion of the results.  The 

cloudy biases are reduced by 40-60%, but in all cases the bias correction actually 

*increases* the bias for the clear pixels. For SEP 15 & 17 the bias correction changes the sign 

of the bias for the clear pixels to negative. As the bias is positive for the cloudy pixel, this 

leads to compensating biases for the "all" category. Why is the bias correction ineffective for 

the clear pixels? 

 

Our response: 

The bias correction method used the systematic biases derived from the cloud-free (or 

cloudy) pixels for both O and B to estimate error characteristics of cloud-free (or cloudy) pixels 

only for O. Apparently, the cloud-free (or cloudy) pixels both for O and B are only a subset of 

those only for O. Therefore, the performance of the bias correction is determined by the 

representative of the subset of cloud-free (or cloudy) pixels to the corresponding cloud-free (or 

cloudy) pixels only in the observed images. (L437-442) 

The bias correction was tested by two selected cases on September 15th and 17th, 2020. 

The case on September 1 was deleted due to the errors in observations before September 8th. 

For the ensemble forecast, the synthetic image was generated by averaging the seven visible 

images simulated from seven ensemble members. Cloud mask was determined by Equation (4) 

except that simr  and ,sim clearr  denotes the reflectance of the ensemble mean synthetic image. 

For the bias correction based on deterministic forecasts, O-B biases were reduced in most cases, 

but increased biased were also revealed on September 17th for cloudy regions over sea (Table 

1). In contrast, the bias reduction was especially effective when B was derived from ensemble 

forecasts (Table 2). Since the synthetic image for an ensemble forecast would increase cloud 



cover compared with a deterministic forecast, the number of the matched cloudy pixels was 

increased for an ensemble forecast. As a results, γ derived from ensemble forecasts should 

represent cloudy bias characteristics better than a deterministic forecast and vice versa, which 

explains why the biases were increased in some cases based on deterministic forecasts. In cloud-

free regions, the original O-B biases were trivial, and the bias correction in cloud-free regions 

reduced the O-B biased to almost zero. (L443-458) 

 

Specific Comment: 

- l. 253: What does "cloudy" mean for the ensemble? That in the ensemble mean state 

CWP>0.01kg/m2?  So potentially clear member pixels contribute to bar{B_cld}? 

Our response: 

For the ensemble forecast, the synthetic image was generated by averaging the seven 

visible images simulated from seven ensemble members. Cloud mask was determined by 

Equation (4) (L284) except that simr  and ,sim clearr  denotes the simulated reflectance from the 

ensemble mean synthetic image. (L444-446) 

 

Specific Comment: 

- l. 304ff: There are two YZs -- maybe use the full names. 

Our response: 

The first YZ is Yongbo Zhou, and the second YZ isYuefei Zeng. We used the full names 

in the author contribution. (L536-541) 
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Our response: 

All the papers you recommended were cited in the revised manuscript. 

 


