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Dear editor and reviewer, 

Thank you for giving us the opportunity to address the comments provided by the 
anonymous reviewers. We have made every effort to respond thoroughly to their 
feedback. Attached is a response letter with our responses highlighted in blue. The 
revised manuscript also uses blue text to indicate the changes made. In some answers, 
this blue text is highlighted if there is more than one answer. 

We would also like to express our gratitude to the anonymous reviewers for their valuable 
comments and suggestions. We appreciate the time and effort they have invested in 
improving our work. We firmly believe that this manuscript is now suitable for publication 
and an excellent contribution to share with the broader research community. 
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Reviewer’s comments (Anonymous Referee #1, 31 Oct 2024) 

This paper requires major edits to be considered for publication. The introduction and 
related works sections are extremely weak and do not set up a solid foundation for the 
work the authors hope to achieve with their gradient boosted calibration of low-cost ozone 
sensors. The many figures and tables regarding feature selection are not well explained. 
The ML model generation and final model outputs, especially the gradient boosted model, 
seem sound, but the authors neglect to include the results of the testing data, which is a 
better indicator of whether the models are overfitting and better demonstrates how these 
models would perform in the field as compared to the training statistics, which are the 
focus of the article. The grammar throughout needs improvement, and there are many 
instances where subscript is needed (including in figures). Overall, additional literature 
review and context will lay a stronger foundation for the model building, and careful 
revision of which figures and tables are really necessary along with added information on 
the training dataset of the model (which speaks to overfitting and real-world applicability) 
will greatly improve the paper. 

Response 1:  First of all, we would like to sincerely thank you for your thoughtful review 
and comments, which have greatly contributed to improving our work.  

In the following sections, we will address all your comments, queries, and suggestions.  

The introduction section does not provide sufficient context. First, the authors list a few 
vague sentences about air quality in general. For example, line 15: “exceeds the limit 
values of the recommended safety guidelines”– what guidelines? Limits for what 
pollutants? 

Response 2: We have improved this paragraph and placed the Air Quality Guideline 
(AQG) reference next to this sentence. Also, we have included the information from this 
guideline related to ground-level ozone in the text, with a target of 100 µg/m3 during 8 
hours in average. These changes are introduced in the second and third paragraphs of 
the new version, as follows: 

 

For your information, the whole table from this AQG (not included in the manuscript) is: 
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A brief description of how ozone is formed is given, but no specifics on the region of 
interest or what these health effects and consequences. 

Response 3: To explain the effects of ozone on our health, we have included the following 
explanation next to the O3 details, in the third paragraph of the new version (lines 22-26 
of the revised version): 

 

This information is extracted from the study by Garcia, M. A., Villanueva, J., Pardo, N., 
Perez, I. A., and Sanchez, M. L.: “Analysis of ozone concentrations between 2002-2020 
in urban air in Northern Spain”, Atmosphere, 12, 1495, 2021. 

The authors mention that low-cost sensors have lower accuracy – why? What are the 
issues surrounding them? 

Response 4: Thank you for your comment. In order to clarify this issue, we have improved 
the explanation about the accuracy of low-cost sensors, based on the following criteria: a) 
sensor technology, b) calibration, c) environmental sensitivity, d) limited range and 
sensitivity, e) materials and build quality, f) sensor cross-sensitivity, g) maintenance and 
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lifespan. These details about low-cost sensors are also found in several references that 
have been included in the new version of the manuscript as follows (lines 32-39): 

 

One other machine learning-enabled calibration effort is mentioned in this section, with no 
information on HOW machine learning actually improves this. This feels out of place here 
and the same information is listed again in section 2, so I would suggest removing it here 
and expanding on it in section 2. More exploration of other machine learning based 
calibration algorithms beyond the ZPHS01B-specific ones referenced later on would 
strengthen the paper as ML-based calibration is common practice in the field. The outline 
in line 36 is unnecessary. 

Response 5: Thank you for your comments. We have improved the wording and retained 
Zimmerman's reference and details only in the related work section. In the introduction, 
we have instead included a more general reference regarding best practices in machine 
learning methods for environmental research, based on a review of over 148 highly cited 
research papers. Additionally, we have introduced the machine learning algorithms used 
in this paper, along with their abbreviations. For better readability and clarity, we have left 
the outline with a better wording." 

Thus, all these changes we have been introduced in the last part of this introduction 
section as follows (lines 40-54): 
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In table 1, rather than listing “low”, “mid-low”, etc. and then defining it in the text, it would 
be easier for the reader if the cost was just listed in the table. 

Response 6: We have included the price range information in the caption of this Table 1 
and in the text in the related work section, as follows (lines 59-65):  

 

Better distinction is needed between what is an individual sensor vs. what is a complete 
package. The table is titled systems and/or modules, but the text does not explain what 
the distinction between a system or module is. 

Response 7: Thank you for this comment. In this paper, there are no differences between 
modules and systems since both refer to multi-sensor platforms. We have unified these 
words as modules, as you can see in the previous response.  

Why were these chosen for this table? Without any explanation as to why these are here 
it seems random. 

Response 8: The selection criteria of these modules is determined by the related work, 
selecting those modules which have been considered under similar studies as the 
proposed in this manuscript. These details have been introduced in the new version of the 
manuscript as you can see in the same paragraph depicted in Response 6. The 
highlighted part contains this explanation as seen below (lines 60-62): 
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There is also no explanation as to why some are more expensive than others – are some 
better performing? 

Response 9: We have added additional information to justify this point regarding 
differences in their prices. Note that even within this low-cost range, there are variations 
in the quality of LCS production, such as the materials used and sensor calibration, which 
affect accuracy and durability. 

These details have been introduced in the new version as follows (lines 66-74): 

 

In line 48, “it is necessary to use modules embedding as many AQ LCS as possible.” - 
why is it necessary? 

Response 10: This is necessary for us because gases are often correlated with other 
gases (cross-sensitivity issues) and with factors not directly related to air quality, such as 
temperature and relative humidity. To clarify these points, we have improved the wording 
and included references that support these arguments.  

These details are reflected in the revised version of the manuscript as follows (lines 75-
77): 

 

In line 49, it is stated that one of these “is the best solution at the time of writing”. If this 
means the best choice for the author’s specific set of needs and wants, this needs to be 
clearly stated. It reads as an opinion stated as universal fact. Table 2 does not summarize 
4 distinct concentration levels as stated in the text. 

Response 11: Following the previous response, in the manuscript we have included a 
better explanation of this statement and explained better the output of TVOC sensors with 
4 levels from this ZPHS01B module.  

All this information is included in the next paragraph (lines 78-87): 
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In line 66, the authors state “The calibration process of these LCS is a challenge, where 
ML and Deep Learning (DL) models can be used.” The authors have not given any 
information on why calibrating low-cost sensors is challenging. The introduction should 
include more background information on what these challenges are.  

Response 12: We have improved these issues and motivated better these challenges 
regarding the calibration of low-cost sensors as shown before in Response 4.  

This explanation is given in the new version as follows in Section I (lines 32-39):  

 

Also, in the related work these challenges are stressed again as shown at the beginning 
of the following paragraph included in Section 2, line 97 from the new version: 

 

There are numerous other papers using gradient boosting to calibrate low-cost sensors, 
yet there is not even one cited in this ‘related work’ section. 

Response 13: Thank you for your remark. In the related work section of the revised 
manuscript, we have included new references that use the gradient boosting algorithm. In 
total, there are eight references on machine learning algorithms, and we have selected 
three for direct comparison, as shown in Table 14, 'Comparison with Similar Related 
Work.' Additionally, we have improved the paragraph discussing the use of ML algorithms 
and gradient boosting, as mentioned in the previous response.  

This update is reflected in Section 2, starting at line 97, with two additional references 
added, as follows (lines 100-104): 
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The final two paragraphs of section 2 are both non sequiturs. The authors do not mention 
data preprocessing, analysis or interpretability at all up to this point – this paragraph would 
only make sense if information on how others have handled these aspects of the data 
were included in the literature review of other ML calibration techniques. 

Response 14: We appreciate your comment and have enhanced the revised manuscript 
by including detailed information about this data preprocessing in Section 2. We have 
introduced these concepts, which are later used in the analysis of the algorithms in 
subsequent sections.  

Additionally, in Section 2, we have discussed how related work has addressed these 
issues, focusing on Feature Importance Analysis (FIA), Principal Component Analysis 
(PCA), Feature Selection (FS), and Hyperparameter Optimization (HPO)." 

This enhanced paragraphs in Section 2 is as follows (lines 111-131): 

 

On line 80, the authors write, “In conclusion, we see that to increase the AQ monitoring 
resolution at a city scale, LCS are required.” This has nothing to do with the related works 
in this section, where different machine learning algorithms and their previous 
performances are listed. 
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Response 15: We have improved this explanation as it concludes both Sections 1 and 2. 
To emphasize the main goal of this manuscript, and drawing on the information provided 
by Directive 2008/50/EC (2008) and the reference by Zhu et al. (2023) on best practices 
in applying machine learning methods in environmental research, we have added the 
following paragraph at the end of Section 2 (lines 132-137): 

 

Table 3 seems unnecessary since most of the data available at this station was unused, 
and it seems the relevant ones are already listed in the text? 

Response 16: Right. We have deleted this table and only included in the text the 
information about the O3 measurements from the AQ official monitoring stations, as 
highlighted within the following paragraph in the new version of the manuscript (lines 146-
147): 

 

In section 3.2, the monitoring intervals listed on lines 104-105 are unclear. Is this 10 minute 
average or once every 10 minutes? The comment on line 105 “it is sufficient” is also 
unclear – you need to explain to the reader why without expecting them to read the entire 
Zhu paper. 

Response 17: Thank you for your comment. The monitoring intervals used are the 
average of the original ZPHS01B module readings, taken at a rate of 10 samples per 
minute, one sample every 6 seconds, as depicted in line 147-148 of the new version.  

Then, we have enhanced this explanation about these intervals in Section 3.2 “Analyzing 
the data set” as detailed next. Notice that based on the number of samples and the number 
of features (in practice we used 5), it is analyzed the Sample-size to Feature-size Ratio 
(SFR) according to the Zhu’s paper.  

These explanations and its improved paragraph are included as follows (lines 156-163): 
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For any table or figure, the reader should be able to understand it based on the table or 
figure and its caption alone. For table 4, the meaning of the abbreviations are not defined 
anywhere in the figure, caption, or main text. You shouldn’t make the reader guess what 
MAD, Diff., Stat., etc. stand for. Without any definitions, this information is not helpful to 
the reader. Even with definitions, it’s a huge jump from this table to what’s written in the 
text. 

Response 18: We value your suggestion. We have included all these details in the caption 
of this Table (Table 3 in the new version) and in the explanation of the accompanying text 
as follows (lines 168-172): 

 

Of table 4, the authors write, “From these results, it is worth mentioning that the CH2O, 
CO, NO2 and TVOC sensors are not very reliable in the ZPHS01B module. Also, the RH 
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sensor has a positive offset as we can see from the maximum value, 118%. The other 
sensors have a normal behaviour, although with low accuracy.” There is no CH2O, CO, 
or TVOC data in table 4. For NO2, the only pollutant mentioned in your description of table 
4 that even appears in the table, I don’t know what about the random assortment of 
numbers and yes/no’s in the table is supposed to tell me that it’s ‘not very reliable’. For 
RH, I don’t see any value of 118% in the table. Are ‘RH’ (as written in the text) and ‘Hum’ 
(as written in the table) different? The text and the table have almost nothing in common, 
and neither helps me understand what you’re doing with the data. 

 

Response 19: Thank you for your comment. Continuing with the previous response, 
initially in the manuscript, we did not include these sensors (CH2O, CO, NO2 and TVOC) 
since after their analysis we realized that they did not seem to be working properly in the 
ZPHS01B module, at least under the atmospheric conditions during the creation of the 
data-set. However, this information about this behavior is interesting and it has been 
added both to this table (now Table 3 in the new version, depicted in Response 18) and 
in the text. Notice that from Table 3, we can see the maximum value for Relative Humidity 
(RH) sensor is 118%. Also, we have fixed (standardized) this notation regarding RH in this 
table as well as in the whole manuscript. 

The revised paragraph with all these details is as follows (lines 173-178): 

  

On line 114, DFT is not defined. After reading the rest of the section, it is never explained 
HOW the results of Figure 3 are used in your analysis. What do those peaks and 
harmonies tell you, or how do they inform the way you built the model? This needs better 
explanation for the figure to be worth keeping. 

Response 20: The Discrete Fourier Transform (DFT) analysis carried out is used to see 
the O3 changing patterns during the gathering process. Then, we observe a daily pattern 
driven by road traffic.  

We have included the DFT definition and this explanation in the next paragraph in the new 
version of the manuscript (lines 179-185):  
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In the figure 4 and 5 captions, ‘vs’ is typically reserved for Y vs X. Your reference and 
sensor ozone are plotted on the same X axis; consider rewording. In my opinion, Figure 4 
can be removed as Figure 5 shows the same information but in better detail. 

Response 21: Thank you. We have fixed these captions (changing “vs” by “and”) and left 
only one figure from these two. We have kept only the figure that gathers a whole week 
(Figure 4 in the new version), with better resolution.  

In table 5, some of the model acronyms are not defined in the text until well after their first 
appearance in the tables – moving these higher in the text or defining them directly in the 
table will make it easier on the reader. There is again discrepancy between ‘RH’ in the text 
and ‘Hum.’ in the figure. Was there a cutoff number to determine which were the most 
important? Was this across all models, or were the results of one in particular favored? 
Including this information in the text will help the reader to follow how you selected the 
three inputs to move forward with. I think the sentence “For clarity it is not included the 
importance of date and ozone itself from LCS values, that complete the rest.” is meant to 
explain why ozone isn’t included in this analysis, but the sentence doesn’t make sense. It 
might make more sense to include ozone in the analysis to demonstrate how important it 
is rather than ask the reader to just trust that it is. 

Response 22: We appreciate your comment. We have improved this table (now Table 4 
in the new version), including all these details, the abbreviations of the different models 
(Random Forest (RF), Gradient Boosting (GB), Adaptative Boost (ADA) and Decision Tree 
(DT)) as well as all the different features analyzed when performing the Feature 
Importance Analysis (FIA). Notice that these abbreviations (models’ acronyms) were 
already introduced in Section 1, line 49, as we depicted in Response 5. Also, in the 
paragraph below is explained the threshold (8%) used for the selection of the different 
features for the models. Also, we have fixed as seen in Response 19 the RH abbreviation.  

Both Table 4 and this new paragraph are as follows (lines 193-197): 
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In Figure 6, ‘CH2O’ (letter O) seems to be misspelled as ‘CH20’ (number zero). 

Many variables that were left out of the previous tables/figures are now shown here – 
CH2O, CO, TVOC. Had you already ruled these out? It seems that these are in the wrong 
order, at the very least. Tables 4 and 5, and Figures 3-6 all seem to be getting at which 
data to include in the model, but several of them could likely be moved to the supplement 
(or removed outright) pending better explanations of how these are actually used. What 
separate purpose does each of them serve? 

Response 23: We fixed this, CH20 to CH2O. Also, as depicted in the previous response, 
we included all these features again in Table 4 (FIA) for the different models.  

About the supplementary material, we did not think about it since we included everything 
in Section 3 (Building the dataset and using Machine Learning algorithms). All this 
information is used to analyze the different features (variables) and their contribution, 
following step by step the recommendations given by the mentioned Zhu’s paper for best 
practices applied on machine learning methods in environmental research as mentioned 
in Section 2 (lines 111-132). Further explanation was also given in Responses 5, 14 and 
15.  

The utility of all this information provided in this Section 3 (for FIA, FS and HPO analysis) 
was already included and considered in the manuscript. Besides, we have improved the 
wording of the manuscript to clarify these issues. 

However, for a better response for the reviewer we provide clarification of these issues: 

Table 3 “Summary of main statistics of the data set”, shown in Response 18, serves to 
know the dataset of the low-cost sensors. 

Table 4 (FIA) shown in Response 22, is useful to see the importance of the most important 
features (variables) for the models. This indicates which are the features giving more 
information to the models. 
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Figure 3 (DFT analysis) is to detect changing patterns in the ozone measurements and to 
see a justification of O3 related to road traffic. 

Figure 4 (Instantaneous O3 readings) serves to see the dataset of 03 low-cost and the O3 
reference (real value).  

Figure 5 (LCS readings and O3 reference correlation matrix) serves to see how the 
variability of a feature explains the variability of the rest, i.e. the correlation. 

The correlation between features, together with their importance for the model, is relevant 
information when choosing a subset of parameters to train the different models. 

In the paragraph beginning on line 136, the authors state, “, two of them showed better 
results” – which two? List this information here. 

The location of tables 6 and 7 in the text doesn’t make sense – you are showing the results 
of the models before explaining what the models are in section 3.4. I don’t think showing 
both tables 6 and 7 is necessary.  

Response 24: We appreciate this comment. The reviewer is correct. We had provided 
results from Section 4 in Section 3 in order to define the selection of features. However, 
since the goal of Section 3 is to analyze the data-set and to adjust the different algorithms, 
once we have performed it, at the beginning of Section 4, we start defining the final 
features selected based on [date, O3, Temp., RH], as depicted in lines 263-264. These 
features are then used to carry out the training process of these algorithms for the results 
in Section 4. Thus, this is clarified with the following paragraph (lines 263-264) 

 

And then for clarity according to the reviewer, we have deleted these tables from Section 
3 (Tables 6 and 7 in the first version), since they are already included in Section 4.  

The authors state, “Thus, if we add more features that are not so significant, it makes the 
dataset poorer.” This is already a well-established principle in the field that does not 
require explicit demonstration. You’ve already shown in several figures and tables how 
you did feature selection – does this contradict the feature selection work you did earlier? 
Either way, there are many other papers establishing ozone sensor + temperature + 
humidity (and sometimes NOx) as the best model inputs for O3 (see several below). When 
many others have already demonstrated the same result that it’s taking you 4 tables and 
4 figures to describe, you can just cite those who have done it before with a brief 
explanation. 

https://doi.org/10.3390/atmos12050645 

https://doi.org/10.5194/amt-11-1937-2018 
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https://doi.org/10.1016/j.snb.2018.12.049 

Response 25: We appreciate this comment. Since this is our first experience with the low-
cost multisensor module (ZPHS01B) and no prior information was available, we decided 
to conduct comprehensive tests to extract as much information as possible without making 
any assumptions. We acknowledge that similar studies exist for other types of sensors; 
however, for this specific module, we found no accurate information and could not predict 
its behavior. Additionally, low-cost sensors like this often suffer from cross-sensitivity 
issues, which depend on various factors. 

As indicated in our previous responses (17-24) and detailed in Section 3 of the manuscript, 
we performed a thorough, step-by-step analysis of the dataset. Following this analysis, we 
focused on a subset of the data in Section 4, based on [date, O3, Temp., RH], as outlined 
in lines 263-264, which provided the best results. 

Regarding the reference provided, we believe the first one fits better in the related work 
section and have included it in Section 2 as follows (lines 103-107): 

 

In tables 8-11, the captions should indicate what the numbers in bold mean. This is stated 
once in the text in line 167, but the authors don’t state what criteria was used to decide on 
the ‘best option’. Was it highest R2, lowest RMSE? If needed, all of these except for that 
of the best performing model can be moved to the supplemental. 

Response 26: Thank you for this observation. We have improved the wording in Section 
3.4 to clarify these issues about the Hyperparameter Optimization (HPO). In the revised 
version, the tables that include the selected hyperparameters are Tables 5, 6, 7 and 8 for 
RF, GB, ADA and DT algorithms respectively. Also, it is explained the meaning of the bold 
hyperparameters, the best one that optimize the different models taking into R2, Root 
Mean Square Error (RMSE) and MAE, as depicted in line 219-220. Besides, all these 4 
tables include in their caption ““showing in bold the combination that gives the best results 
in terms of R2, RMSE and MAE”. 

Thus, this information is already included in Section 3.4, as follows: 
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Notice that this detail is included also for GB, ADA and DT algorithms. 

In line 202, it is stated that the 90-10 test-train split worked best for all models. Has any 
analysis been done to ensure these aren’t overfitting? This could be interesting to explore 
with Table 14 and/or figure 8, but table 14 without this doesn’t seem overly informative. 

Response 27: Thank you for your comment. We do not have overfitting and we have 
improved its explanation. As shown in Section 4, in particular Figure 7 in the revised 
version, we do not have overfitting because the error difference between using 90% and 
60% of the data for training (the maximum and minimum percentages, respectively) is 
approximately 2% in the worst-case scenario (1-hour dataset). This suggests that 
overfitting is not significant in the proposed model. Thus, this clarification is given in lines 
281-284, as follows: 

 

In addition, notice that in Section 4, the metrics presented in Tables 9-11 for the different 
models and training-test ratio datasets represent the weighted average over 100 
iterations. In each iteration, the content of the training and test sets is varied to obtain 
results with minimal bias. This detail is also included, as shown below (lines 255-262): 

 

Similar with table 15 – in line 224, the authors write, “In the same line as before, once 
again we can see how the GB adjusts better compared with the other models.” If this entire 
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table exists just to make a point about GB that has already been made, is it a necessary 
table? 

Response 28: In the new version, we emphasize that the values in Table 12 are derived 
from the different error distributions shown in Figure 8. This information offers a different 
and complementary perspective (rather than calculating R² and the various errors), as it 
considers the Standard Deviation (SD, σ) and the Confidence Interval (CI). With this 
approach, we observe that the Gradient Boosting (GB) model performs better compared 
to the other models based on the error distribution analysis. We have also improved the 
wording related to Table 12 and Figure 8 in lines 293-294 to better link both results, 
highlighting that the SD is similar to the RMSE. This is due to the fact that, as shown in 
Figure 8, the distribution is nearly Gaussian. This is the improved paragraph (lines 293-
294): 

 

In tables 6, 7, 12, 13, 14, 16, 17, I suggest clarifying in the captions whether this is training 
or testing data. If it’s all training data, I would be very interested in seeing the training data 
added as the training data is a better indicator of how this model would actually perform 
in the field. 

Response 29: Note that all the data in these tables are test data, not training data. The 
training data from various iterations are used to create models, which are then evaluated 
using new data, referred to as test data. Metrics are extracted from the results obtained 
using this test data. 

Figure 7 is great and the most informative in the paper. If a graphical abstract is requested, 
I would suggest this one. 

Response 30: Thank you. 

Figure 8 has a typo in ‘Percentage’ on the lower right. This plot could be much stronger if 
the R2 and RMSE were plotted for both the training and testing data instead of just training. 
It’s no question that the more training data you have, the better the fit will be – the training 
data is what will indicate whether you’re overfitting. This would be a great place to address 
overfitting in your discussion. 

Response 31: We have fixed this type. As we explained in Response 29, all this 
information is from testing, not training. About overfitting, this was already answered in 
Response 27 based on the information from Figure 7. Also, it is clarified in the new version 
of the manuscript in lines 281-284. 

Figure 9 could use a sentence in the accompanying paragraph (starting at line 217) plainly 
stating what they key takeaway should be. Is it that HOP improves the model greatly 
regardless of the original model used? 
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Response 32: Thank you for this comment. Yes, HOP optimizes the different models. As 
is explained in the manuscript in Section 3.4 (lines 211-218), the goal of HPO on these 
algorithms is to adjust the hyperparameters as a tuning technique that exhaustively 
searches through a user-defined hyperparameter space to find the optimal combination. 
These hyperparameters are external specific model configurations settings, aiming to 
identify the configuration that maximizes estimation accuracy given by R2, RMSE and 
MAE.  

Then as a result, when HPO has been applied on the different models, the distribution 
error (as shown in Figure 8 in the new version) tends to concentrate around 0, in a 
remarkable way for the GB and ADA but with practically no change for the DT and RF.  

This explanation has been introduced in Section 4 (Results), next to this Figure 8, in the 
revised version as follows: 

 

I’m not sure I see the value of table 16 – as you stated in the introduction and in Figures 
4-5, the raw sensor readings are completely unreliable on their own. 

Response 33: The goal of this table (Table 13 in the revised version) is to quantify the 
improvement vs the raw readings from the low-cost ozone sensor of the ZPHS01B 
module. In other words, it shows the gain in terms of R2 and error reduction when applying 
the ML techniques over the raw readings. 

In table 17, ‘et al (2016)’ seems to be missing a name. I’m not sure I see the value of table 
17 – if these were other studies comparing ozone quantification with the ZPHS01B 
module, that would make more sense to me than seemingly randomly selected projects 
using different sensors at different price points? 

Response 34: Thank you. We have fixed this reference in Table 14 (in the revised 
version). About the content of this comparison table, we compare our models for O3 
calibration against the related work with a similar approach. As we state in the manuscript, 
we stress that the starting point of these studies are slightly different, since they have used 
more reliable and expensive low-cost sensors, approximately ten times more expensive 
than the ZPHS01B module. Thus, the comparison is for the whole system and not only 
the algorithm. It is worth mentioning that there are no other studies using this module. Our 
model reduces the estimation error up to 94.05% from raw readings with a Mean Relative 
Error (MRE) of 7.21%, given by MAE 4.022 with 90/10 dataset and with O3 mean value 
of 55.72 µg/m3 using Gradient Boosting (GB) with only 4 features. 

We have improved the wording of this paragraph as follows (lines 297-302): 
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This study builds a strong ML model to fit a single low-cost sensor for ozone. Some of the 
challenges regarding field deployments of low-cost sensors include ensuring that each 
individual node is properly calibrated, and that these calibrations perform just as well in 
the field, where temperatures, humidities, and ozone concentrations not seen during the 
co-location with a reference instrument appear. For future works, it would be great to see 
the authors address what their path forward might look like. 

Response 35: Thank you for your comments. We have revised the wording regarding the 
related work as follows (lines 314-317):  

 

 

Thank you for your thoughtful review and comments which will enable us to improve this 
work.  We appreciate the time and effort invested in your review. 


