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Dear editor and reviewer, 

Thank you for giving us the opportunity to address the comments provided by the 
anonymous reviewers. We have made every effort to respond thoroughly to their 
feedback. Attached is a response letter with our responses highlighted in magenta for 
this Round 2. The revised manuscript also uses magenta text to indicate the changes 
made, keeping the changes from Round 1 in blue.  

We would also like to express our gratitude to the anonymous reviewers for their valuable 
comments and suggestions. We appreciate the time and effort they have invested in 
improving our work. We firmly believe that this manuscript is now suitable for publication 
and an excellent contribution to share with the broader research community. 

  



Reviewer’s comments (Referee #1 Round 2, March 10 2025) Round 2 

First of all, we would like to sincerely thank you for your thoughtful review and 
comments, which have greatly contributed to improving our work. 

In the following sections, we will address all your comments, queries, and 
suggestions. 

 

Summary: While this draft shows improvement, more work is needed on the 
introduction/related work to set the stage for a strong paper. These sections should clearly 
set up: 1) what is already being done in the space; 2) what is lacking in the space; 3) what 
you will do differently to expand on what’s already been done. There are plenty of other 
papers already using ML, GB., etc. – what about your model is different?  

Likewise, figures and tables should be included selectively – many are still superfluous 
and either demonstrate the same information as each other, or information that is already 
well- established in the field. These figures should be combined or removed as appropriate. 

 

Response 1: Thank you for this comment. We think that the goal and contribution of 
this draft is relatively clear, that is the accuracy improvement of ground-level ozone 
measurements from low-cost sensors but using less expensive air quality monitoring 
modules, in particular the ZPHS01B multisensor module. The related work and the 
selected papers used for comparison are using low-cost sensors ten times more 
expensive as it is detailed in the manuscript.  

Moreover, since Machine Learning-based algorithms show the best results as discussed 
in Section 2 in the context of low-cost air quality sensors, in particular for ground-level 
ozone, we have focused exclusively on them, evaluating up to four different models, 
whereas other studies have only considered one or two. We follow a clear exploratory 
data analysis, focused on FIA, FS and a detailed HPO process for the different models. 
Notice that Machine Learning algorithms are the ones that best adapt to the nonlinearities 
of these sensors, compared to statistical approaches.  

In addition, in our models, we include the "date" feature (variable), as metadata, as 
depicted in Section 3.3, which takes into account the effects of aging and detects 
additional information from road traffic patterns.  

Thus, regarding the “what” questions: 

1) what is already being done in the space; There are many contributions, and to the best 
of our knowledge all of them considered in Section 2. 



2) what is lacking in the space; There is always room for improvement through different 
aspects: different models and their design, exploratory data analysis, better and different 
features (variables) and new sensors and platforms to name a few. 

3) what you will do differently to expand on what’s already been done:  In our case, we 
achieve similar or better results with cheaper sensors (10 time less expensive) in an 
environment with lower ozone concentrations (with a mean value of 55.72 ug/m3), 
including all the sensors from ZPHS01B (9 in total) and metadata (“date”) in the machine 
learning process, in a well-defined structured approach for exploratory data analysis. The 
metadata is used to account for the aging effect and improve the models following road 
traffic patterns. 

Notice that in addition to our previous manuscript, we have reviewed and updated the 
state of the art across various bibliographic databases from the most important 
publishers. In particular, we searched for journal publications in IEEE (excluding IEEE 
Access), Elsevier (ScienceDirect) and Copernicus. Our search focused on calibration 
methods for low-cost ozone sensors using ML techniques. In practice, there are not that 
many publications on this topic. Narrowing the search by subject, we found around 50 
publications, and after reviewing their contents, we identified only 3 recent references 
with a truly similar focus and could be added to update the list of references already 
included. Briefly, the discarded publications were excluded because they either dealt with 
tropospheric ozone, integrated additional satellite imaging systems, focused on prediction 
rather than calibration, used ML for other air quality parameters (without including ground-
level ozone), or focused specifically on deep learning (DL). 

 

These new references are: 

 

 

These 3 new references included have been explained and included in Section 2 as 
follows: 



 

And in Table 11 (in the new version), we have included also these 3 references (the first 
3 row) for comparison as follows: 

 

 



We agree that the Machine Learning techniques used are not innovative, but their use as 
a tool to achieve the accuracy shown in our results, combined with the methodology, 
following the recommendations and best practices reported in other scientific works and 
dealt in the manuscript, make it relevant and interesting for the community (i.e. for 
researcher and practitioners). These steps and methodology, as well as their explanation 
and justification are not found in the related work as is highlighted in the new version of 
the manuscript, as stressed in the previous revision. 

We emphasize that some of the steps for data preprocessing, analysis and interpretability 
are often overlooked, such as Feature Importance Analysis (FIA), Principal Component 
Analysis (PCA) and Feature Selection (FS). In this line, in the manuscript it is said that the 
process of optimizing algorithms through the selection of their hyperparameters is also 
neglected in some environmental research studies. As we mentioned before, all these 
details are already included in Section 2 “Related work” and checked with these 
representative papers. 

It is worth mentioning that we are combining two different disciplines, air quality and 
artificial intelligence. And it is difficult to master both disciplines and this is the reason in 
Section 2 we go into detail with these aspects, checking if the procedures used in the 
related works are overlooking these steps in these papers. 

Thus, in summary our work provides several contributions of interest, which we list 
below: 

1.       The multisensor module ZPHS01B is priced at approximately 150 euros and 
includes 9 different sensors, making it cheaper than other systems used in the state 
of the art. This is a distinguishing starting point and of interest to the scientific 
community. In the related work, systems considered low-cost typically refer to a price 
of less than 150 euros per sensor. 

2.       The approach of using a single module with all 9 integrated air quality 
sensors, which enables the evaluation of cross-sensitivity issues between 
sensors and their potential added value, is another differentiating element. In the state-
of-the-art works reviewed, the systems generally use separate sensors of different 
types and features, which can be interchanged. We have as many different ozone 
sensors as there are papers on the related work. 

3.       In the studies compared in Table 11 of the new version of the manuscript, 
various methods are used for calibration, including statistical methods (also known 
as white-boxes) and machine learning (ML)-based approaches (grey-boxes), the 
latter of which tend to yield better results. However, in those comparisons with ML, 
only one or two methods are usually applied. In our case, we focus exclusively 
on machine learning and perform a more in-depth evaluation of four different 
methods. 

4.    Due to the design and characteristics of these low-cost sensors, aging 
affects their performance over time. Only in the mentioned article by (Cavaliere et 



al.(2023)), it is proposed an adjustment for a linear regression method to account for 
this, but the adjustment is not applied to other methods, especially not to those based 
on machine learning. In our machine learning models, this effect is incorporated 
through the "date" feature, which—while technically a metadata field—helps reduce 
error in the models by not relying solely on environmental variables. This feature allows 
us to capture both the effect of sensor aging and pollution patterns associated with 
traffic from combustion vehicles. Besides, this feature (date) will allow us to improve 
the models following the road traffic patterns. 

5.    We already evaluated Deep Learning (DL) methods at the request of Reviewer 
2 in Round 1 of the revision process (as can be seen in the discussion forum of the 
platform), and we also extended the initial dataset from 165 to 239 days. Although DL 
results are not directly included in the article, we provide a relevant discussion 
explaining why such methods were discarded in this scenario, as noted in section 3.4. 
In fact, we observed that for the datasets obtained during the measurement 
campaigns, DL models tend to learn and memorize the dataset entirely, leading 
to overfitting. We believe this is due to the intrinsic characteristics of the air quality 
monitoring scenario and the behavior of the low-cost sensors in the ZPHS01B module, 
as the datasets generated are limited and constrained for the use of DL 
techniques. This is the reason we do not include these results. These results are 
shown in the response to this Reviewer 2 with R2=0.9999999999976741, RMSE: 
3.514481801502949e-05 and MAE: 2.9925663790820442e-05.  

Besides, notice that Machine Learning (ML) models are often more practical, efficient, 
and interpretable for time-series prediction tasks, especially when datasets are small-
to-medium-sized, contain noise, or require explicit domain knowledge. While DL 
models like LSTMs and TCNs excel in capturing long-term dependencies in very large 
datasets. Thus, with our dataset, we observed that DL techniques are not able to 
generalize as the ML approach did. And for this reason, the results using DL 
techniques are not so robust and reliable, mainly due to overfitting. 

6. The results presented share the same characteristics as those presented in Table 
11 of the new version of the manuscript used for comparison. However, there are 
two important differentiating elements. On the one hand, as mentioned before, the 
module used is significantly more affordable (around 10 times cheaper). On the other 
hand, the results reported in the referenced works (Wang et al. (2024)) were 
obtained in environments with much higher ozone concentrations. It is important 
to note that these sensors perform worse at low concentrations than at high ones 
due to their sensitivity limitations and the weakness of the signals generated, as well 
as interference from other pollutants. While in our dataset the ozone concentration 
is lower, with an average ozone concentration of 55.72 µg/m³—i.e., in the cited studies 
the values are higher (more than 70 µg/m³). This information is included in the new 
version of the manuscript as follows: 



 

 

7. Finally, although there are a couple of articles that follow a more structured 
approach, in particular  (Cavaliere et al.(2023)), most do not carry out the 
recommended steps required to properly apply machine learning algorithms, 
such as conducting exploratory data analysis and including Feature Importance 
Analysis (FIA), Feature Selection (FS) and Hyperparameter Optimization (HPO) 
stages. 

All these comments have been incorporated into the wording of the new version, 
particularly in the abstract, at the end of Section 2 (Related Work), and in the conclusion. 

 

Finally, about the figures and tables included in the manuscript, they are discussed in the 
following responses. 

We have clarified this issue in the new version of the manuscript. 

 

Subscripts are needed throughout for O3, CO2, etc. 

Abstract: Readers will know what ozone is. This space would be better spent explaining 
why you need machine learning enabled calibration. 

Response 2: Thank you for your comment. We have updated the subscripts for the 
chemical formulation.  

In the abstract, regarding the calibration process in general, it arises from a lack of 
accuracy in low-cost ozone sensors. However, we have improved the wording for clarity 
as well as a better justification of the machine learning techniques used in this case, but 
in a brief form for the abstract, as follows: 



 

Line 14: do the authors ever come back to these guidelines? If not, this paragraph is not 
useful. Same with the next paragraph – these standards are not really mentioned again 
later. I understand that this is trying to establish the “why use low-cost sensors”, but it 
needs to be more clearly related back to what you’re actually doing. 

Response 3: The reviewer is correct. In Section 1, we introduce, motivate, and 
contextualize the problem of ground-level ozone based on the Air Quality Guidelines and 
the objectives set within the mentioned directives. This approach is twofold: on one hand, 
we focus on air pollutants (particularly ozone) and their impact on health, and on the other 
hand, we emphasize the importance of higher spatial monitoring resolution for these 
pollutants. 

However, we have specifically improved the wording in the Conclusion section to address 
this issue and revisit the problem statement covered in this manuscript, as introduced in 
Section 1. Thus, in the Conclusion, we refer to these standards and guidelines again for 
closure. 

 

Line 27: Why is “primary” in quotes but not secondary? Be consistent, but quotes are not 
necessary. There are also quotes around primary on line 2. 

Line 34: What is “official equipment”? 

Line 51: While not detrimental, this paragraph is unnecessary. 

Response 4: Thanks for these corrections. We have removed the “quotes” for primary 
and secondary. About “official equipment” expression, maybe the term official is not 



adequate, and it should be better “regulated”, “certified” or “standardized”. We have 
explained this and changed this expression. Thus, we refer to regulated equipment, when 
we refer to “standardized air quality monitoring stations”. 

The paragraph in line 51, although it is often found in the research papers, to assist the 
reader, we have omitted it. If the editor considers incorporating it, it has been just 
commented % in latex in the source files. 

We have revised this expression in the manuscript accordingly. 

Related works: see comments about table 15, but the information on the specific other 
sensors used for comparison could be restructured, if not removed. The information added 
here on specific ML models here is helpful, but it could be improved further by 
exploring more clearly the strengths and weaknesses of each of these, and how you 
will improve upon this and not just repeat what’s already been done. 

Response 5: Thanks for this comment. Regarding this table, now Table 11 of the new 
version of the manuscript, we have included some extra details for further information 
for clarity. Notice that this table only considers some of the modules shown in Table 1, in 
particular RAMP, AirSensrEUR and ZPHS10B.   

Moreover, we highlight that the goal of Table 1 is to compare different commercially 
available low-cost multisensor modules and alternatives, detailing only their sensors and 
price range, without considering whether all these modules have been used in related 
work. 

Finally, about the strengths and weaknesses of the related work, it was already considered 
in the previous review, in blue as follows: 



 

Table 3: This table should be removed. There are still no units in this table (temp, RH, 
PM2.5, CO2, NO2, CO, etc. should all have units attached). The statistics of the measured 
quantities are not referenced or used anywhere else in the paper, and the reader can’t do 
anything with this information on their own. Likewise, “stationarity” and “percentage of 
samples taking Different values” are not analyzed further in the text. The paragraph 
beginning on line 181 can be condensed to give the context the table is hoping to provide 
(ex. “Sensors X, Y, and Z appeared particularly unreliable and were omitted from our 
model”.) 

Response 6: Thanks for this comment. We have introduced these units both in the caption 
and in the text. 

However, regarding the content of this table, note that the ZPHS01B model has not been 
previously used for these issues. For this reason, it is important for us to justify our choice 
and provide all relevant details and evidence to clarify and characterize its behavior.  

The statistical analysis conducted with the datasets may seem redundant if using the 
same module as other research groups or well-known sensors, but this is not our case. 
Nonetheless, we have simplified this table by removing ' Variance (Var.), Stationarity 
(Stat.) and 'Seasonality (Seas.)', retaining the more relevant statistics. 



In addition, these statistics are used in the results section to calculate additional metrics 
and parameters, in particular when we estimate the mean relative error. 

The new version of this table 3 is as follows: 

 

Figure 3: Any ambient pollutant will have a repeating diurnal pattern from the boundary 
layer rising and falling each day, and most sensors will pick up on major sources like traffic. 

A DFT is not necessarily needed to show this and confuses the messaging in this section. 
Since this figure is never referenced again other than to show that a pattern exists, it should 
be omitted. 

Response 7: Of course, a repeating diurnal pattern associated with the day/night cycle is 
evident once we analyze the DFT, as it reveals ground-level ozone generation through 
photochemical reactions. 

However, when the selected sensors are under test (especially in a low-cost approach like 
this) and this analysis has not been previously performed, we do not consider this check 
redundant. We believe that we should not assume certain patterns as obvious without 
verification. 

It is possible that this pattern does not exist or cannot be detected with these sensors, 
which is precisely why we applied this analysis. In our dataset, particularly for ozone, the 
pattern is clearly observable, and this method provides a straightforward way to 
demonstrate it. 

Perhaps this analysis has not been included in previous related work because researchers 
have used well-known low-cost sensors. 

That said, we are open to removing this information if the editor deems it unnecessary. 



Meanwhile, we have placed this information in “Appendix A: Spectral analysis for O3 
low-cost readings from ZPHS01B module” of the new version of the manuscript. 

Figure 4: While this figure is fine, it’s well known in the low-cost sensor space that sensors 
can capture the general trends of pollutants but need calibration to accurately convey the 
magnitude. This figure should be omitted. 

Response 8: As we stated previously, the ZPHS01B module has not been used before 
in this kind of studies and research. Note that we selected this module for several reasons, 
as explained in the manuscript. It offers the best price-per-sensor and price-to-quality ratio, 
embedding 9 different sensors on the same board. 

Thus, the data provided by these sensors is valuable for analyzing cross-sensitivity issues, 
enabling the training of different calibration models and extracting more information than 
would be possible with single sensors. 

For this reason, examining and demonstrating the behavior of the O₃ sensor in this module 
is particularly relevant. For instance, we observe a positive offset in the raw readings 
compared to the regulated and standardized O₃ measurements from the AQ station. This 
trend was also reflected in the error distribution shown in Figure 8, that finally was removed 
in the new version of the manuscript as it is suggested later in Response 15. 

Table 4: If this is all to make a better ozone model, the FIA of ozone should be included here 
to show how much it improves the model. How was 8% importance selected? It sounds 
arbitrary. It would also be easier on the reader if the threshold and the table were in the 
same format (either both in decimal or both in percent). 

Response 9: Thank you for your comment. Table 4 presents the normalized output of 
the FIA using the scikit-learn library for parameters complementary to ozone, for each 
model used. For clarity, all contributions are expressed per unit (1).  From this table, we 
observe the following: 

● On one hand, Temp, RH, and CO₂ exhibit higher contributions compared to the 
other parameters. We have highlighted these values in bold. 
 

● On the other hand, NO₂, PM₂.₅, CH₂O, TVOC, and CO show lower contributions, 
falling below the suggested heuristic threshold of 0.08 (8%), as no other criterion 
applies in this case. Additionally, NO₂, CH₂O, TVOC, and CO were already 
discussed in the analysis of Table 3, except for PM₂.₅. 
 

We have refined the wording and improved this table in the manuscript regarding its 
analysis as follows: 



 

 

Besides, we must highlight that these are preliminary steps, and it does not mean that 
we directly will exclude these parameters with lower contribution at this point. 

Figure 5 is essentially showing that some sensors are more cross sensitive than others, 
which is already well established in the field. This figure should be omitted. 

Response 10: In our opinion, this figure could be considered redundant when dealing with 
well-known and well-characterized sensors. However, this is not our case. In line with the 
arguments mentioned in Response 8, the ZPHS01B module has not been used in a similar 
way before. Thus, the information provided is valuable for analyzing cross-sensitivity 
issues. This type of information is part of the exploratory data analysis (EDA) and 
feature selection (FS). 

Tables 5, 6, 7 and 8 should be combined into a single table with the 4 sub-categories 
as another column. 

Response 11: Since we are dealing with four different models, each with different 
hyperparameters (both in number and meaning), it is clearer to present this information in 
separate tables. These tables are different and cannot be combined in a clear way.  

Table 9 is unnecessary and can be omitted – you and many others have already established 
that hyperparameter tuning will make the models fit better. 

Response 12: Thanks. We have omitted this table and left only the optimized versions. 
Simply, we have just introduced a sentence detailing how much improvement the 
hyperparameter optimization introduces in the different models, as follows: 

 



Tables 10 & 11 should also be combined. 

For tables 9, 10, and 11, and Figure 6, it is not specified in the titles whether it is training or 
testing data – please specify. 

In the low-cost sensor field, it is standard to show both training and testing data - 
consider adding to tables 9, 10, and 11, and Figure 6. 

Response 13: Thanks for your comment. We have combined both tables in one as 
follows:  

 

The results shown are always for testing data as it is detailed in the manuscript. We do 
not show the training process. However, in the next response 14 we will discuss this issue 
again, proving the results from training and validation.  

Notice that we split the dataset for training and testing, both sets remain independent and 
isolated with different training-test ratio percentages: 60%-40%, 70%-30%, 80%-20% and 
90%-10%.  

And during the training process itself, the dataset is further divided into two parts: one for 
training and the other for validation. By default, we allocate 80% of the data for training 
and 20% for validation. In this process, the training and validation datasets are combined 
across different iterations.  

We have improved the wording to clarify this issue in the new version of the manuscript 
as follows: 



 

Is the point of Figure 7 just to show that the model isn’t overfitting? It needs more 
analysis in the text rather than relying on the reader to interpret. 

Response 14: As mentioned above, in Response 13, we only show the results from 
testing data.  

However, in the training process, the used dataset (excluding testing dataset) is further 
divided into two parts: one for training and the other for validation, by default 80% for 
training and 20% for validation respectively during the different iterations.  

Since the convergence of performance metrics provides information about overfitting for 
both the training and validation datasets, we have included the following plots, which show 
the R² and RMSE values across different iterations during the training process for various 
models. Each model uses a reference hyperparameter for convergence. 

 



We can observe in the above plots during the different iterations the fit of the model in 
terms of R2, with a better fit with training than with validation, as expected. In addition, it 
should be noted that the convergence process with training does not reach a perfect fit in 
any case, which justifies and supports the conclusion that there is no overfitting in the 
models. 

Moreover, we see that the achieved R² score for both training and validation is better than 
the values shown for testing, which are the ones included in the tables in the manuscript. 
That is because the testing dataset does not participate in the training process. 

 

About RMSE, the above plots show a similar behavior during different iterations, with a 
better fit in training compared to validation. As mentioned before, these values are better 
than those shown in the table from the testing process. 

All this information, figures and explanation, has been included in “Appendix B: Results of 
models’ convergence”. 

Again, it is well-established that low-cost sensors need calibration, and that tuning will 
improve models. Figure 8 should be omitted. If you are insistent on including 
something like this, an analysis showing the statistical significance in model 
improvement might be more impactful. 

Is there more analysis or more takeaways to be had from Table 12? All the text is really 
saying is that the numbers in the table match the numbers in the figure. Stronger analysis in 
the text is needed to make the table worth keeping. 



Response 15: Thanks. We have omitted Figure 8 and Table 12, which illustrates the error 
distribution and its analysis, related to standard deviation and confidence intervals. 

We found it interesting to observe how the adjustment in the calibration process is carried 
out based on the raw readings, allowing us to identify default deviations and tendencies 
directly from the embedded sensors in the ZPHS01B module. Since this module has not 
been used before, as previously mentioned, this information could shed light on important 
insights into its performance. 

Besides, a statistical study based directly on this distribution is more robust and 
comprehensive. For instance, we could observe how the offset shown in the raw readings 
in Figure 4 appears as an asymmetry (skewness) in the error distribution. 

However, we reconsidered and concluded that the information provided could be omitted, 
and it was removed. 

Is there a better way to visualize the information in table 13? It’s inclusion is helpful, but a 
figure could be more informative than a table. 

Response 16: Thanks. Table 13 summarizes the metrics provided by the Gradient 
Boosting model for the different datasets used for generalization. In this case, we present 
the performance metrics for Dataset-1 and Dataset-2 with Node 1 and Node 2, 
respectively. Additionally, we have included the following bar graph for easier comparison. 

 

All this information has been included in the new version of the manuscript. 

 

Table 14 contains repetitive information and should be removed. 

Response 17: Since one of the metrics used in the comparisons is the improvement 
relative to the raw values, we have kept this table (in the new version is number 10) but 
improved its explanation in the text to clarify these results as follows: 



 

 

Table 15 would be more useful if combined with table 1 instead of expecting the reader to 
remember the sensor specs from the very beginning. However, as the authors point out, 
this is comparing multiple different types of sensors that aren’t inherently comparable. I 
understand that the authors are trying to show the usefulness of their calibration, but I don’t 
think they need to directly compare with others for that message to come across. I 
recommend removing tables 1 and 15, especially because the inclusion of information on 
these other sensors in the earlier sections muddles the message of what the paper is 
ultimately trying to convey. 

Response 18: As we answered in Response 5, Table 15 (in the new version is 11) is used 
for comparison and we have included some extra details for clarity. In this table, we 
compare our models for ozone calibration for low-cost sensors, against the related work 
with a similar approach, highlighting the location, platform and sensors used, R2, mean 
relative error (MRE) with comments about the details of the models used and dataset 
duration 

Notice that this table only considers some of the modules shown in Table 1, in particular 
RAMP, AirSensrEUR and ZPHS10B. Table 1 is an overview of different commercial 
sensor modules available, detailing only their sensors and price range, without 
considering whether all these modules have been used in related work. 

This new table (Table 11) was already shown in Response 1, and its explanations have 
included in the new version of the manuscript as follows: 

 

 

 



Line 321: This paragraph isn’t indented, but all the others in this section are. 

Response 19: It is the default AMT template. 

Line 324-325: Which model are these statistics from? The abstract suggests GB, but this 
should be clearly stated in the conclusions as well. 

Line 350: Missing a period at the end of the sentence. 

Response 20: These details were already included in the previous manuscript. After 
comparing the different models, we identified Gradient Boosting (GB) as the best model 
and have highlighted its performance metrics in both the abstract and conclusions. 

Finally, we put this period. 

 

 

Finally, thank you for your thoughtful review and comments which will enable us to 
improve this work.  We appreciate the time and effort invested in your review. 

 

 


