
Reply to the reviewer 3’s comment 

Before entering the reply section, we express our gratitude to Reviewer 3 for her/his careful and detailed 

reading of the manuscript and the insightful and helpful comments, which we were pleased to follow up. We 

believe that addressing all of reviewer’s comment should improve a quality of our manuscript. Therefore, we hope 

to try address all reviewers’ comment properly. Please find our reply color-coded as blue between reviewers’ 

comments. 

Reviewer #3: 

The manuscript of Trisna and co-authors applies the well-established active DOAS (Differential Optical 

Absorption Spectroscopy) technique in the deep UV spectral range between 230 and 320nm. The authors set up 

an own custom build active DOAS system for the measurements of aromatic compounds like benzaldehyde, 

formaldehyde, NO2, p-cressol, m-xylene, phenol, ozone and other in a measurement cell. The instrument setup 

was very basic with a low-quality compact spectrometer and without fulfilling quality criteria for such DOAS 

instruments like described in Platt and Stutz (2008). 

The authors observed a difference between modeled absorption spectra and measured absorption spectra of the 

system with reference gases. The manuscript describes the development of a hybrid calibration of the UV DOAS 

system combining modeled and measured absorption spectra. From the topic this fit in the scope of AMT. While 

the development of this hybrid calibration seems to be reasonable and may be scientifically valuable, I cannot 

recommend this manuscript for publication due to the following severe issues: 

1. The measurement setup does not fulfil basic quality criteria for such active DOAS systems (details on 

the obvious quality issues listed below). With a poor setup any measurement technique likely derives 

wrong measurement results. It is no surprise that a high difference between modeled and measured SO2 

absorption spectra of up to 62% (p. 4 l. 93) is observed. This is not due to the DOAS measurement 

technique but due to the setup and data processing. The authors did not try to improve the instrument and 

correct instrument effects. This is a lack of thoroughly scientific work. I would expect that the differences 

between modeled and measured absorption cross section will almost disappear with appropriate setup 

and data correction. 

-Thank you for your comments. While we did not go into detail in the original manuscript, we would 

like to clarify that we have indeed taken steps to correct for noise in the spectrometer, particularly 

addressing the electronic offset (EO) and dark current (DC). Additionally, we maintained the detector 

temperature at the lowest setting (278.15 K) during operation to minimize noise. We also performed 

wavelength calibration using the Hg emission lamp, ensuring that the spectrometer’s wavelength 

accuracy was properly established. With these corrections in place, we are confident that the data we 

present meets high scientific standards. 

To prevent any confusion, we will include more detailed information on the spectrometer’s 

characterization in the revised manuscript. 

Regarding the discrepancy between the simulation results with convolution and the measured data, we 

would like to note that such differences are not unique to our study. Similar discrepancies have been 

observed in other studies, including those using more precise instruments like FTIR. For example, Fally 

(2009) reports similar deviations when comparing FTIR measurements with literature values (Figure 2, 

Figure 4 and Equation (4) in their paper). 

2. The setup feature basic lack of instrument requirements: 

a. The use of a xenon arc lamp (p. 5 l. 117) will cause a high rate of unused light which will act as stray 

light, as the main emission range of this lamp is in the range of 350 to 600 nm. This will cause a 

high stray-light amount. No reduction and characterization of stray light is applied which will be 

relevant for these measurements. Measurements in this spectral range would better use deuterium 

lamps or LEDs. 

-We chose a xenon lamp as the light source, despite its high stray light, because we aimed to apply 



this system for field measurements. The high intensity provided by the xenon lamp is essential for 

effective measurements at distances of up to 1.6 km. To mitigate stray light, we use solarization-

resistant fiber optics, which help attenuate unwanted light. Additionally, xenon lamps are commonly 

used in deep UV measurements of ACSs and DOAS applications by other research groups (Lampel, 

J., 2018; Trost., 1997; Wang, M., 2024) 

b. The used spectrometer AVASpec-ULS2048LTEC (p.5 l. 131) is not well suited for this spectral 

range. It features a very low quantum efficiency of ~ 10% in the UV spectral range, causing not only 

a low signal, but also a high stray light. A spectrometer with a back-thinned or CMOS detector are 

much better suited for this deep UV spectral range due to a higher quantum efficiency. 

-We have thoroughly characterized the noise and stray light in the detector and found that, under 

optimal conditions, the detector performs well. By maintaining the detector temperature at 278.5 K, 

setting the exposure time to 0.02 s, and averaging 100 spectra, we were able to keep the noise below 

1000 counts and achieve SNRs of 4442 for benzene, 4253 for p-xylene, and 383 for SO2. These 

results are more than adequate for field measurements in LP-DOAS applications. For more detailed 

information, please refer to Section 2.3.1 in the new draft. 

c. Stray light in the spectrometer is not characterized and corrected. The system will have significant 

stray light which requires correction. 

-Although we did not explicitly mention it in the original paper, we have characterized and corrected 

both the dark current (DC) and electronic offset (EO). This process is now discussed in detail in the 

updated version of the manuscript in Section 2.3.1. While the spectrometer may exhibit some stray 

light, we have implemented appropriate correction measures to minimize its impact on the 

measurements.  

d. The spectrometer configuration with an entrance slit of 50 µm width (p. 5 l. 133) would cause with 

this spectrometer a spectral under-sampling of the instrument line function. The full width half 

maximum should be minimum 5 to 6 pixels (Platt and Stutz, 2008), but here it will be ~ 4 pixel. 

Modeling absorption spectra can thus be wrong. 

-The 50 µm slit size does not lead to spectral under-sampling in our spectrometer, as we carefully 

optimize both the exposure time and spectral averaging to achieve a high SNR, reaching up to 4442 

for benzene. Additionally, a 50 µm or even lower slit size is commonly used in deep UV studies and 

has been shown to produce reliable spectra (Retzer, U., (2020); Wang, M., (2024)). 

e. It looks like non-linearity of the spectrometer detector are not considered. The applied detector has 

a very strong non-linear response influencing the measurements. 

-We have thoroughly considered the issue of non-linearity in the spectrometer, particularly in the 

wavelength calibration and NLS fitting procedures. To address the nonlinearity in the pixel-

wavelength mapping, we used a quadratic equation during wavelength calibration. As shown in 

Figure 4(c), the quadratic approach significantly reduces the wavelength deviation from actual value 

compared to a linear fit. Additionally, if any residual non-linearity remains in the detector’s response, 

the NLS fitting process accounts for it by incorporating adjustments such as wavelength shifting, 

squeezing, and amplitude scaling. This ensures that the non-linearity is effectively addressed. 

f. The instrument line function of the spectrometer (Figure 2) is not acceptable. Compact spectrometers 

have a limited quality, but this is much worse than normal. Avantes AVASpec-ULS spectrometers 

have a much better instrument line function similar to Gaussian shape which do not vary much over 

the spectral range (when correctly adjusted). Also, the baseline around the instrument line function 

is not zero and varying over the spectral range. This may indicate a stray light issue or defect 

spectrometer grating. Something is clearly wrong with this spectrometer or setup. 

-Figure 2 shows the raw data from the spectrometer, prior to any EO (electrical offset) and DC (dark 

current) corrections. However, during the convolution process, we first correct for both EO and DC 

to ensure the baseline is at zero. We will change the Figure with the EO and DC corrected one.  



-Regarding the instrument line function (IF), it is true that in spectrometers with a large number of 

pixels and a short wavelength range, the IF remains relatively constant. In our setup, however, the 

broad measurement range (237 nm to 357 nm) combined with 2048 pixels naturally leads to 

variations in the IF due to dispersion effects (Palmer, C., (2005)). We choose this spectrometer 

because it offers broad dynamic range so that many gas species can be detected simultaneously. 

g. The quality of the wavelength calibration is not described which may have here a significant 

contribution to the difference. 

-We have performed wavelength calibration on the spectrometer, which is why the wavelength 

shifting observed in the NLS fitting results is relatively small. Without this calibration, the shifting 

value would likely be much larger. A detailed discussion of the wavelength calibration process has 

been added in the latest draft, specifically in Section 2.3.2. Please refer to this section for further 

information. 

3. The measurement with calibration bottles ignores losses and reaction of the gas in the bottle, on cell 

walls, inlets etc.. The gas concentration in the measurement cell may be different than expected. This is 

a big disadvantage of the reference gas method in comparison to the modeled absorption cross section 

method and can have a significant influence on the comparison. 

- The modelled ACS has inherent limitations, as it is based on idealized conditions that may not fully 

represent the real-world operating conditions of the measurement system. Therefore, the goal of this 

study is to quantify the difference between the modelled and measured ACS and refine the modelled 

spectrum to improve its accuracy. 

-While we acknowledge that using gas in a bottle for calibration has some inherent challenges, such as 

potential losses or reactions of the gas with the bottle walls, inlets, or other components, it remains one 

of the most accurate preparation methods. This approach combines gravimetric techniques with detailed 

analysis of each uncertainty component, including transfer between vessels or cylinders (Milton et al., 

2011). Compared to syringe injection techniques, the gravimetric method offers significantly higher 

accuracy, with an uncertainty of less than 1.3% (Grenfell et al., 2010). Although there may be slight 

discrepancies in gas concentration due to system imperfections, these are typically well-controlled and 

do not undermine the overall reliability of the reference gas method. 

 

Minor technical points: 

p. 4 l. 88: The convolution not necessarily need to assume a constant instrument line function. A 

broadening can be simulated and included in the modeling. 

-We added a sentence: “It is also important to note that convolution does not necessarily require a 

constant IF, as broadening effects can be simulated and incorporated into the modeling.” to point out 

this comment.  

p. 4 l. 101: The temperature dependence of ACSs are in IR large, but almost ignore-able in the UV. 

-We added a sentence: “While the temperature dependence of ACSs is significant in the IR range, it is 

nearly negligible in the UV region.” to add this point. 

p. 5 l. 133: What grating type? What is the blaze wavelength? 

-The grating type is blazed grating and the blaze wavelength is in the UV range. The order code UE in 

this manual: https://web.unideb.hu/uh9v32/muszer2/avantes_all.pdf.     

p. 10 l. 283: The DOAS fit procedure can also include shift and squeeze of the modeled ACS. This is 

here required due to an insufficient wavelength calibration accuracy. A correction for the hybrid 

simulation is understandable, but it is not a general issue for the DOAS fit procedure. 

-We added this sentence to clarify the important of HS procedure in the preparation of ACS database 



for DOAS fitting “In the DOAS fitting procedure, similar parameters, including shift and squeeze, can 

be incorporated if needed. However, for the HS measurements, the amplitude scaling parameter is 

particularly important, as it directly influences the gas concentration value and is strongly correlated 

with the optical depth of the reference spectrum.” 

Figure 1: What is the fiber optic type and gas cell type? 

-The fiber optic cable is a UV-VIS XSR solarization-resistant model from Ocean Optics, and the gas 

cell is a quartz glass hollow tube. We added this detail in the revised manuscript.  

Figure 4: The measured and modeled ACSs (upper panel) seem to agree better than the comparison 

between the measured and the hybrid simulated ACSs (lower panel). So hybrid is worse than modeled? 

This seem to be wrong. 

-We apologize for the confusion. Figure 4 does not show a comparison between ACS from the model 

and ACS from the hybrid simulation (HS). Instead, Figure 4 presents ACS values obtained from 

laboratory measurements, with the black line representing the mean value and the blue and red lines 

indicating the measurement uncertainties. We confirm that the measurements within the shaded gray 

area (between the red and blue lines) are accurate. 

Figure 5: The large difference of the modeled ACSs depending of the instrument line function indicate 

a spectrometer or setup issue. They should be very similar. 

-This behavior is typical for grating-type spectrometers, especially in setups with a wide dynamic range. 

Due to the limited number of pixels, the spectrometer's resolution is optimal only at the blaze 

wavelength. As a result, intensity variations can occur depending on the instrument's line function (IF), 

leading to discrepancies in the detected ACSs.  

The authors need first to quantify if the differences are due to the low-quality setup and what cause the problems. 

Second the effects like stray light need to be corrected as good as possible. Afterwards I can see a scientific 

relevance for the manuscript if the hybrid calibration is developed as a tool for low quality UV-DOAS systems 

(which do not fulfill typical DOAS quality criteria) to allow such systems still to derive representative 

measurement data. However, the manuscript than need a complete rewriting as the focus will change. A 

misunderstanding that the correction is needed due to the DOAS technique or due to the use of compact 

spectrometers must be avoided. 

-As we have discussed, the discrepancy between the modelled and laboratory-measured ACS when relying solely 

on convolution has not only been observed in our study but also in other research using higher-resolution 

instruments, such as FTIR, as noted by Fally (2009). In response, Fally developed the NLS method to address this 

issue. In our study, we applied a similar approach to a grating-type spectrometer, specifically to overcome the 

non-linearity of the spectrometer’s readings. This discrepancy is not due to the low quality of the setup, but rather 

an inherent challenge in the convolution method when applied to spectrometers with lower resolution. 

To clarify, we have already quantified the potential sources of the discrepancies, including stray light and other 

detector-related issues, and have implemented corrections to mitigate these effects as thoroughly as possible. The 

hybrid calibration method we developed is intended to enhance the performance of lower resolution UV-DOAS 

systems for field application purpose.  
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