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Note: Reviewer titles (overview, general comments, and specific comments) are shown in bold. Reviewer comments (RC)3

are enumerated, with corresponding author comments (AC) in italic.4

Overview5

This study investigates the quantification of low nitrous oxide (N2O) fluxes in nutrient- poor, sub-Arctic ecosystems using6

a fast-responding portable gas analyser (PGA, Aeris- N2O) combined with a custom-built flux chamber system. The authors7

conducted laboratory tests to assess the instrument’s signal stability, noise characteristics, and water vapor interference, and8

performed field experiments at a sub-Arctic peatland. Chamber closure times ranging from 3 to 10 minutes were systematically9

varied under both light and dark conditions, and fluxes were calculated using both linear and non- linear models. In addition,10

the high-frequency PGA data were downsampled to simulate gas chromatograph (GC) measurements, and the impact of re-11

duced sampling frequency on parameter uncertainty and flux estimates was evaluated. I would like to thank the authors for12

providing the data and code for this study. The paper is well written and is suitable for publication in Atmospheric Measure-13

ment Techniques. I have three general comments regarding the uncertainty analysis, the simulation of GC measurements, and14

the model assumptions.15

We would like to thank the reviewer for the thorough analysis and were very pleased to see that our data and code had been16

used. The comments are extremely valuable and we hope that our corresponding modifications to the manuscript will make it17

clearer and more understandable.18

General comments19

RC 1. The analysis of the instrument stability and noise characteristics seems to suffer from repetition of several values that20

are very close to each other (see figure below). As a result, the Allan deviation analysis shows correlated noise up to 3021

seconds averaging period. When the repeated values are removed, the Allan deviation shows a more realistic white noise22

behavior. These repeated values need to be removed before any further analysis. Note that they are not identical but they23

are very close to each other.24
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AC 1. We are very grateful that the reviewer took the time to use our data and code and re-do some analyses. We agree25

with this first comment and thank the reviewer for pointing it out. With our FluxProGenie script, we found a way to26

remove and / or interpolate these repeated values with our filter script. Therefore, we will filter all data used for the27

analysis of the instrument stability and noise characteristics and re-do the analyses with the cleaned data.28

RC 2. The comparison with GC simulation is not rigorous enough in my opinion. Reporting underestimation from a down-29

sampled time series needs stronger justification. An increase in uncertainty from a fewer number of sampling points is30

expected and can be assessed from theory. That being said, a Monte Carlo simulation is also a valid approach to explore31

the increased uncertainty. However, in that case the subsampled time series should be taken from what is believed to32

be the true value of concentration (i.e. from the fitted model) and then noise can be added to it based on known GC33

uncertainty e.g. (Lebegue et al. 2016) (Rapson and Dacres 2014). Then the fluxes calculated from simulated GC mea-34

surements can be compared to PGA measurements. If the authors’ argument is that there is more than just downsampling35

and that the concentration inside the camber fluctuates not only due to noise, then a justification needs to be provided for36

this argument. In that case taking mean downsampled PGA measurements is reasonable but needs explicit discussion of37

the uncertainty.38

AC 2. We agree that an increase in uncertainty from a time series with fewer data points can be expected and assessed39

from theory, and that the Monte Carlo simulation is a valid approach to explore uncertainties. However, from the com-40

ment, we understand that the reviewer may have come from a different approach than we did, namely a comparison41

between the different gas measurement methods vs. a comparison of the whole measurement procedure. If we assume42

that the only source of uncertainty is the precision of the method, namely the GC or the PGA, then a comparison of these43

methods with a Monte Carlo simulation would indeed be the suitable method to explore these uncertainties. However,44

our aim was to compare (previous) measurements analysed by a GC to those now conducted with portable gas analysers,45

assuming that, indeed, the concentration inside the chamber does fluctuate not only due to noise, because the fluxes are46

not stationary: the air in the chamber may not always be perfectly mixed and, with increasing chamber closure time,47

the soil underneath the chamber will get disturbed. As a result, we always see some scatter in the concentration data.48
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Because there are only very few samples when using the GC method, it is possible that the GC measuring points do not49

show normally distributed deviations from the actual trend line; this risk is significantly lower with the many PGA mea-50

suring points. We acknowledge that this was not discussed clearly enough. Therefore, we will restructure our result and51

discussion section, and add a few points to our discussion: "The underestimation of GC fluxes may occur as a result of a52

smoothed out curve: when only few data points are available, variations in curves are naturally reduced. Furthermore,53

the precision of our GC was 1.9 ppb compared to 0.2 ppb of the Aeris-N2O, resulting in less accurate measurements54

of the N2O concentrations. This may lead to a loss of detail in the curve, particularly in the peak values of the N2O55

concentrations, which can result in underestimation of the flux. It is important to note that our comparison was made56

between our PGA and simulated GC measurements (Figure 7). For the GC simulations, we adjusted the instrument57

precision during the flux calculation, but no actual air samples were analysed by any GC instrument. Furthermore, our58

chamber closure time was considerably shorter than for most GC studies because of the condensation and temperature59

changes within the chamber. During prolonged chamber closure times, significant changes in the concentration gradi-60

ent and chamber conditions can take place (see above), which are unlikely to be replicated in our GC-simulation. This61

difference in experimental design may actually be beneficial, as it allows us to isolate and study the effects of shorter62

closure times on N2O flux measurements. Furthermore, our sensitivity analysis with 4 simulated GC samples showed63

that even when we changed the sample times ± 60 sec compared to the original time stamp, flux rates differed less than64

10%, with R2
adj values between 92 and 98 (data not shown). We believe that the underestimation of our N2O flux rates65

is, therefore, not a result of a inadequate simulation, but needs to be verified by future studies actually measuring N2O66

samples from nutrient-poor ecosystems in a GC."67

RC 3. It appears that both the LM and HM models assume that flux at the soil-air interface remains constant over time (time68

invariant). However, the study mentions that N2O fluxes change as the concentration gradient evolves within the chamber.69

Could the authors discuss this assumption more explicitly and its potential implications for flux calculations? Are there70

metrics that the authors recommend to assess the violations of this assumption?71
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AC 3. We thank the reviewer for raising this important point. Indeed, both the LM and HM model assume that there is a72

constant source concentration located at a certain depth within the soil (Hutchinson and Mosier, 1981). This assumption73

is implied in the derivation of these models, who simulate a stable production rate of gases in the soil, resulting in a74

gas accumulation within the chamber head space. The LM further assumes that the (diffusive) flux remains the same75

throughout the chamber closure and that there are no chamber effects altering the diffusion rate, so that there is a stable,76

linear increase or decrease of gases. This is where the HM model differs: it accounts for a non-linear curvature in the77

chamber head space by allowing us to resolve the initial slope at time 0 (= in the least disturbed conditions); in other78

words, solving for changes in concentration rates over time. This is based on non-linear changes in N2O concentrations79

during closure time due to the reduction in the concentration gradient over time, as well as possible leakage (Hutchinson80

and Mosier, 1981). Here, a citation from Kutzbach et al. 2007: "...for assessing the predeployment CO2 flux, the rate81

of initial concentration change at the moment of deployment (t=t0=0) should be used when the alteration of the con-82

centration gradients in soils and plant tissues is minimal, rather than the mean rate of the CO2 concentration change83

over the chamber closure period (Livingston and Hutchinson, 1995). Many studies have investigated differences between84

LM and HM models and addressed that the assumption of a stable flux may not hold due to, e.g., leakage, disturbance85

of pressure gradients, or physical response of plants to temperature and moisture changes during the chamber closure86

(Conen and Smith, 2000; Kutzbach et al., 2007; Maier et al., 2022; Creelman et al., 2013). The LM model is particu-87

larly sensitive to this assumption about a stable flux rate because it fits a straight, linear line to the concentration-time88

curve. As a result, fluxes calculated with the LM model can be seriously underestimated (Kutzbach et al., 2007). As89

stated above, the HM model accounts for some non-linearity, but does not explicitly model a time-dependent soil flux,90

and was shown to be more sensitive to random measurement errors (Venterea et al., 2020). This is why Hüppi et al.91

(2018) introduced κ as a decay constant for the concentration curve: if κ is large, they assume a rapid deviation from92

a constant-flux scenario, indicating that the assumption that the flux remains constant over time is weak. This is why93

κmax is limited to the maximal curvature allowed in the model. Additionally, comparing the goodness-of-fit of different94

models (e.g., Akaike Information Criterion corrected for small sample size (AICc)) can highlight when LM are not ad-95

equate. With the best.flux function from the goFlux package, we can select the best flux estimates based on an objective96
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criteria, including κmax and indices of model fit, namely MAE, RMSE, SE, and AICc (see here for more information:97

https://qepanna.quarto.pub/goflux/bestflux.html). In that way, we believe that we account for the assumption and use the98

available metrics to use the flux estimate closest to the "real" flux.99

Specific comments100

RC 4. The title of the paper seems quite general. You might consider suggesting a more specific title that highlights the key101

contributions but I leave this to the authors to decide.102

AC 4. Thanks. We will change the title to "Practical guidelines for reproducible N2O flux chamber measurements in103

nutrient-poor ecosystems".104

RC 5. 12 . . . “we can successfully detect” This sounds like you are reporting a detection limit. but you are reporting means105

with an uncertainty interval. I would suggest to rephrase this sentence.106

AC 5. We agree and will rephrase similar to "our results show that with our setup, we are able to detect and calculate107

low N2O flux rates". Please see our abstract in the revised manuscript.108

RC 6. 15 MDF reported as a number with uncertainty interval is unusual. Maybe clarify what is reported here.109

AC 6. We agree that this can cause confusion. With the "goFlux" R package we use for flux calculation, MDF are given110

for each measurement period (time the chamber remains closed) and calculated by dividing the precision of the PGA by111

the exact time of the measurement period. Because we tested multiple chamber closure times, and measurement periods112

may be up to 10 seconds shorter or longer depending on the filters used to correct the concentrations, this gives us a113

range of values, which is represented in the numbers with uncertainty interval. For simplicity, we will, however, report114

the MDF over all measurement periods in the abstract. Please see our abstract in the revised manuscript.115

RC 7. 20 “..or matched the linear model. ..” could you clarify this sentence.116

AC 7. We agree and will rephrase either explain it better, e.g., "we used the non-linear model to calculate N2O fluxes, but117

when the data were linearly distributed, the non-linear model produced the same results as a linear model, confirming118

that the linear model was applicable in these cases.", or rephrase it similar to "we also found that the non-linear flux119
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calculation model yielded better results and was applicable in cases where the data were linearly distributed." Please120

see our abstract in the revised manuscript.121

RC 8. 21 Underestimation flux when using GC needs stronger justification see my general comment.122

AC 8. Thanks; please see the response to the general comment 2.123

RC 9. 27 is the repetition of the IPCC full name necessary?124

AC 9. We will remove it in the revised manuscript.125

RC 10. 57 “At the same time, many of the reported N2O fluxes were found to be below the detection limit, making it challenging126

to assess the magnitudes and possible uptake of these fluxes.” Not clear here which fluxes you are referring to. The phrase127

“possible uptake”sounds ambiguous to me. do you mean “challenging to assess the sign of these fluxes”?128

AC 10. Thanks for the comment, we will rephrase to: "The detection limit was a significant constraint, as many reported129

N2O fluxes were below the threshold of the GC method, limiting the ability to accurately assess their magnitude and130

trends." We find the word trends more inclusive than the sign of these fluxes.131

RC 11. 91 the coordinates seem to be missing a dot “20.0’” instead of “200”132

AC 11. Thanks, we will correct that.133

RC 12. 180 where is the instrument precision taken from?134

AC 12. The instrument precision is provided by the manufacturer webpage which can be accessed through https://135

aerissensors.com/ultimate-precision-for-your-ghgs-measurementsthe-mira-co2-n2o/ .136

RC 13. 180 Definition of MDF is somehow strange as it does not include the number of points in the time series. Also this137

definition is different from what what is typically reported in the literature. For example (Maier et al. 2022) defines MDF138

as ... I think it’s also important to highlight that MDF defined here is only a theoretical limit based on the instrument139

uncertainty and does not account for model fit or chamber artifacts140
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AC 13. We agree that the definition looks different from how it is typically reported in the literature. However, the141

equation itself is the same, although split into two equations (4) and (5)- only the water vapour correction is added. To142

avoid confusion, we will add the following: "Here, the MDF is a theoretical threshold that represents the instrument’s143

detection limit, based on its precision (η) provided by the manufacturer. However, it does not account for potential errors144

in the model or chamber artefacts, but reflects the instrument’s inherent uncertainty. The MDF can be calculated using145

Eq. 4 (...), where, θ is a flux term that corrects for the water vapour inside the chamber and converts the flux unit to µmol146

m−2 s−1 and t is the measurement time, i.e., the number of measurement points during the measurement period."147

RC 14. 194 “We used this factor because it has been previously used” I think better justification is needed here.148

AC 14. We agree and will change the statement to: "We used this factor because, upon visual assessment, it fit our data149

best, and has been previously used (Leiber-Sauheitl et al., 2014)."150

RC 15. 202 could you clarifies your second measurement strategy? did you take block averages or have you calculated the flux151

on 1-min intervals?152

AC 15. We suspect this question is due to unclear method explanations. In the field, chambers were closed for 10 min153

(= 600 data points and seconds (s)) for both light (transparent) and dark (opaque) measurements. For the assessment154

of different chamber closure times, we simply reduced the amount of data points by cutting seconds from the end of the155

measurement, i.e.: 540 s for 9 min, 480 s for 8 min, 420 s for 7 min, etc. We then calculated the fluxes with the remaining156

data points. To explore differences between light and dark measurements, we divided the resulting data set to be able to157

identify patterns and trends. We will rephrase to: "We first calculated all fluxes using the original 10-minute chamber158

closure time (prec = 0.2, g.limit = 4). To see how different closure times affect N2O fluxes, we shortened the closure159

time by 1 minute at a time, starting from 9 minutes, and recalculated the fluxes for each new time (e.g.,9 minutes =160

540 seconds, 8 minutes = 480 seconds, etc.). We compared how chamber closure time affects flux rates in transparent161

and opaque measurements, and identified the number of fluxes above the minimum detectable flux based on the goFlux162

output."163

RC 16. 223 2500 ppm to 800 ppm seem very dry for ambient air, was their any drying involved?164
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AC 16. Thanks for the comment. These were the conditions in laboratory (not the "outside" ambient air) whilst we did the165

15 hrs- long sampling to investigate the instrument long-term drift and noise specifications. We conducted an experiment166

to examine the impact of water vapor using a dew-point generator;the results from that experiment were provided, please167

see Fig 4. We will adapt the text to: "From the 15-hour ambient air sampling in our closed laboratory, we observed that168

the water vapour mole fraction in the ambient air dropped from approximately 2500 ppm to about 800 ppm within the169

first 30 min."170

RC 17. Figure 1 description needs restructuring. Move information about shape files to the end if it is needed. Also shapefile is a171

technical term that might not be familiar to all readers. I would suggest to use a more general term like “geospatial data”172

or “spatial data” instead.173

AC 17. Thank you. We agree on the term shapefile being too technical and will use the suggested term "spatial data"174

instead.175

RC 18. Looking at Figure A1. I would not say there is no drift. At least in the beginning (maybe 2, 3 hours) there is a clear drift of176

about 1.5 ppb. You mentioned that 5 hours were needed for the signal to stabilize, would that mean the instrument needs177

5 hours in the field for the signal to stabilize? or is that a temperature or pressure artifact? this needs more discussion.178

AC 18. Thank you. We agree that there is a drift, and Figure A1 is indeed meant to illustrate it. In the first five hours,179

we observed these fluctuations in the measurements partly because of the warm-up period then the signal stabilises. The180

implications of this were that we had to keep the instrument running continuously throughout the whole campaign, or181

make sure it was running for at least 5h before we used it in the field. The manufacturer are aware of this problem and182

recommended the approach we used in the field. Per reviewer’s comment, we will add more discussion in the revised183

manuscript as follows: " Nevertheless, the long warm-up period (approximately 5 h) of the analyser needs to be taken184

into account, as this can be a limiting factor for certain applications. To mitigate this, the Aeris-N2O remained powered185

on throughout the whole field campaign"186

RC 19. Figure 4. is there a reason why relative humidity is chosen rather than absolute water concentration? For the analyzer,187

any matrix effects would be dependent on absolute water concentration rather than relative humidity.188
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AC 19. Thank you. We agree that for the analyser, the absolute water concentration is the relevant variable. However,189

with this figure, we intended to show- in the most inclusive way- that with very different relative humidity (RH), the190

absolute N2O concentration of the analyser hardly changed. We consider that for most people, these high changes in RH191

are more intuitive and easier to understand than differing absolute water (vapour) concentrations. Therefore we would192

like to keep this as is.193

RC 20. 240 with such large uncertainty - this is basically not statistically different from zero - I would not conclude that the site194

acted as a sink. What is the number after the ± in the reported fluxes? Conventionally, it should be 2*SE to give a 95%195

confidence interval for the mean (can you please mention this when your first report it)196

AC 20. Thank you. We reported the standard deviation to show the spread of the data; however, we agree that that the197

standard error (SE) or the 95 % confidence interval are more relevant in this study. We will change our values accordingly198

and also indicate what we report. We argue that when giving SE or CI, the question of whether the site acted as a sink199

or not will not arise anymore. We will rephrase the first sentence to: "At our site, we commonly observed net N2O200

consumption, suggesting an atmospheric sink, with a mean flux of -0.469 µg N2O-N m−2 h−1, with a 95% confidence201

interval (CI) of (-0.60,-0.3) during a chamber closure time of 10 min. Our calculated mean flux during transparent202

measurements was 0.361 µg N2O-N m−2 h−1, with a 95% CI of (0.24,0.48) during a chamber closure time of 10 min203

(Table 1). For opaque measurements, our calculated flux was -1.29 µg N2O-N m−2 h−1, with a 95% CI of (-1.45,-1.13),204

indicating that our opaque measurements represent a real biochemical process, rather than an experimental artefact, in205

the (sub-) Arctic ecosystem."206

RC 21. 245: is there something that supports this?207

AC 21. Thanks for the comment. We think that explaining the drivers of N2O fluxes, including environmental impacts208

and microbial processes, is out of scope of this study. The aim of this manuscript is to try answering the question of209

how to best capture low N2O fluxes in a nutrient-poor (sub-Arctic) ecosystem. We are currently working on analysing210

the impacts of environmental drivers on N2O fluxes; a follow up manuscript is in preparation. However, the reviewer is211

correct, as this statement needs to be supported. We will investigate the impact of CO2 concentrations on the observed212

9



N2O fluxes under dark and light conditions, and are in touch with manufacturer and researchers who have been using the213

same instrument. According to their analysis, there is a crosstalk between CO2 and N2O signals (approximately -0..008214

ppb of N2O per a ppm of CO2); however, this crosstalk would not change the outcome in our findings. Considering this,215

we will revise the statement as follows: "Nevertheless, the impact of environmental drivers on N2O fluxes, including the216

transparent and opaque measurements, is beyond the scope of this study. Overall, we collected 338 samples, with 60-90217

% of N2O fluxes above the detectable limit. We therefore also acknowledge the possibility of unknown chamber artefacts218

that may remain undiscovered and could affect the interpretation of our data."219

RC 22. 269: I don’t understand the recommendation for 3-5 minutes since the flux is continuously increasing. Could you elabo-220

rate more on this recommendation?221

AC 22. Thank you for raising this question. This suggestion was based on two main points: the minimal detectable flux222

(MDF) and soil disturbance when doing chamber measurements. As evident in Figure 5., the MDF and percentage of223

fluxes above the MDF change with respect to 10-min chamber closure time. Considering a 5 min chamber closure time,224

the difference between 10 and 5 min for dark measurements is around 15% and not statistically significant; the same225

holds for 3 and 4 min closure times. The second point is that N2O availability through its diffusion into the soil is often226

the limiting factor for atmospheric N2O consumption by N2O reducing microbes. The N2O diffusion to the soil is driven227

by the concentration gradient: when the chamber is closed, the N2O concentration in the head space is decreasing as228

N2O is diffusing into the soil. As a result, uptake rate is also decreasing, since N2O reduction may become substrate229

limited. Consequently, long chamber closure times may underestimate the uptake of atmospheric N2O and short chamber230

closure times should be favoured. We acknowledge that we did not specify this clearly enough and will restructure our231

manuscript as follows: "For opaque measurements, we find that our calculated fluxes show higher N2O uptake from232

shorter chamber closure times, with flux rates around 15% lower at 3 - 5 min than at 10 min, respectively (Table 1).233

At 6 min, the differences in our calculated N2O uptake was still 10% higher than at 10 min, decreasing to below 8%234

between 7 and 9 min. At the same time, the MDF increased from 56.5% to 87.1 between 3 min and 10 min (Fig. 5235

b) ). Nevertheless, none of the flux rates across different closure times were significantly different from one another236
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(Kruskal-Wallis, p = 0.99). Especially for N2O uptake, it is essential to keep the chamber closure time as short as237

possible. This is because N2O availability through soil diffusion is often the limiting factor for microbial consumption,238

i.e., atmospheric N2O consumption by N2O-reducing microbes (Liu et al., 2022). When the chamber is closed, the N2O239

concentration in the head space decreases as it diffuses into the soil, driven by the concentration gradient. As a result,240

the uptake rate also decreases, since N2O reduction may become substrate limited. Consequently, long chamber closure241

times may underestimate the uptake of atmospheric N2O. Our analysis of the chamber closure time confirms this: during242

opaque measurement, we found that the uptake rate at 3-5 minutes were greatest, and decreased with every minute243

of added chamber closure time (Fig. 5). For opaque measurements, we therefore suggest to keep the chamber closure244

time between 3-5 min, unless very few data points are available, when aiming for fluxes above the MDF becomes more245

important."246

RC 23. 291: why does water increase in that pattern, and why would it decrease with time? Does temperature explain this247

behavior?248

AC 23. When chambers are closed onto the soil, we created a sealed environment, where atmospheric air should not249

be able to enter anymore. Because the initial headspace of the chamber is typically drier than the soil (especially in250

peatlands), water vapour from the soil, driven by the concentration gradient between the soil and the chamber, diffuses251

into the chamber: the H2O concentration within the chamber increases. This effect is particularly pronounced in the first252

2 min after chamber closure. After some time, an equilibrium is reached, and the H2O concentration in the chamber re-253

mains relatively stable, as the rate of water vapour diffusion into the chamber and into the soil is equal. This can, indeed,254

be influenced by temperature: at higher temperatures, air can hold more water vapour, which can lead to a decrease in255

the absolute water vapour concentration. Since chambers act as a greenhouse, this effect gets more pronounced over256

time and was the reason why during the summer months, we hardly recorded any condensation inside the chamber.257

RC 24. Figure S5, is this a differenced time series? so is this ppm per minute or is it just normalized concentration by subtracting258

the first H2O measurement.259
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AC 24. Thank you for pointing this out. The unit of the time interval incorrectly states minutes, when it should be seconds.260

We will correct this. What we want to illustrate here is the change in mean H2O concentration (Figure S5) / temperature261

(Figure S6) inside the chamber across different time intervals. To do so, we created time intervals of 1 min, representing262

a 1-minute window of time with the aim to show more clearly that changes are much higher in the first minutes of the263

measurement period. We then summarise mean values for each minute and divide this into two plots for light and dark264

measurements. Hence, this figure is neither a differentiated time series, nor a plot of ppm per minute or a normalisation.265

It simply shows the mean values of H2O / temperature inside the chamber across different time intervals (0 to 1 min, 1266

to 2 min, 2 to 3 min, etc.) and light conditions (light and dark). We will add this to the figure caption.267

RC 25. 378 again I think an explanation is needed on why GC underestimates the flux268

AC 25. Thank you for this comment; we agree that this needs to be addressed more thoroughly. Please see our response269

to RC 2. for our overall answer.270

RC 26. in the conclusion, can you extend your recommendations to cover model choice, and how to avoid chamber artifacts.271

I am thinking of what metrics would you recommend to assess the goodness of fit of the model or when to detect the272

violations of the time-invariance assumption.273

AC 26. Thank you for this input. We agree that metrics to assess the goodness of fit of models or when / how to detect274

the violation of the time-invariance assumption are important. However, as stated in our response to RC 3., we aim275

to address this with the most novel flux calculation techniques available, namely the goFlux package, and think that276

recommendations of how to avoid chamber artefacts have been assessed by other studies, e.g., (Fiedler et al., 2022;277

Subke et al., 2021; Pumpanen et al., 2004)) and are out of scope for this study. Nevertheless, we will add some more278

references to that in the main text and modify our conclusion.279
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Response to reviewer 21

2

Note: Reviewer titles (overview, specific comments) are shown in bold. Reviewer comments (RC) are enumerated, with3

corresponding author comments (AC) in italic.4

Overview5

It is true that a lack of measurement precision so far prevents a sound in-situ assessment on the role of nutrient-poor ecosys-6

tems in N2O cycling and their potential to consume N2O. E.g. in Huth et al. (2022) Restoration Ecology, 30, e13490, we7

found a tendency of N2O uptake in Sphagnum-moss dominated plots, but due to the low precision of the GC sampling and8

measurements, we could not determine if that was actually significantly different from 0 or not. Therefore I much appreciate9

the efforts made by Triches et al. to test high-precision N2O measurements in a low-flux environment as this will substantially10

help elucidating the role of northern nutrient-poor ecosystems in global N2O cycling. The manuscript is generally well-written11

and fits nicely into the scope of the journal Atmospheric Measurement Techniques. I only had some minor comments and12

suggestions to make (especially in the discussion), except for the point that at very low N2O fluxes, CO2 uptake or efflux due13

to transparent or non-transparent chamber measurements could actually become a factor in either enriching or diluting N2O14

during closure time. Since I’m wondering if this may explain the differing results between the transparent and non-transparent15

chamber measurements I would encourage the authors to use the Aeris CO2 data and check, if a correction similar to water16

vapor would change the results. If CO2 data is not available, I believe this should at least be thoroughly discussed.17

We thank Dr. Huth for the kind words and thorough review, as well as for providing some relevant references that we had18

missed. We agree that possible interference of N2O and CO2 fluxes during the chamber closure time may cause issues. We19

know that tests on the Aeris Mira Ultra N2O CO2 analyser have been conducted in 2023, showing a significant N2O CO220

crosstalk with a decrease of -0.008 ppb N2O per ppm CO2. Considering that the change in CO2 concentrations we measured21

in the field are generally around 60-80 ppm with a simultaneous decrease of 0.6-0.7 ppb of N2O (20 x 0.008 = 0.16), this22

suggests that the difference between dark and light cannot only be explained due to the sensors’ interference. We have also23

analysed our N2O and CO2 data thoroughly and have observed some trends. However, we hope Dr. Huth will understand that24
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this is a discussion for another manuscript, which is indeed in preparation. For the follow-up manuscript, we will, as suggested25

by Dr. Huth, add a small laboratory analysis to check how realistic CO2 concentration changes affect the N2O concentrations26

in our instrument.27

Specific comments28

Abstract:29

RC 1. L.15-19: Please shortly mention your chamber height, because closure times are dependent on that.30

AC 1. Thanks, we will make sure to mention it. Please see our abstract in the revised manuscript.31

Introduction:32

RC 2. L.33: Why not give credit to the early studies, e.g. Martikainen et al. (1993) Nature, 366, 51–53 or Nykänen et al. (1995)33

Journal of Biogeography, 22, 351–357.34

AC 2. We agree, thank you. We will add the first suggested study as reference.35

RC 3. L.34: If N availability is low, N2O uptake might be expected (Buchen et al. 2019, Soil Biology and Biochemistry, 130,36

63-72) but up to now it was extremely hard to detect, e.g. via Helium incubation studies (ibid). The value of this study to37

me is that the role of (northern) nutrient-poor ecosystems in N2O cycling and potential uptake could now be elucidated.38

AC 3. We will adjust the text accordingly in the introduction and conclusion: "Until about 15 years ago, only few studies39

investigated N2O fluxes in the (sub) Arctic, where soils often have a very low availability of reactive N (Virkkala et al.,40

2024) and thus are not expected to emit amounts of N2O relevant for the global climate (Voigt et al., 2020; Christensen41

et al., 1999; Grogan et al., 2004; Martikainen et al., 1993). In these low N ecosystems, N2O uptake could be expected,42

but has, so far, not been confirmed in field studies (Buchen et al., 2019; Schlesinger, 2013)."43

RC 4. L.61: Please add: "under a fixed chamber height", because closure times are directly depending on it (see Fiedler et al.44

2022).45

AC 4. Thanks for the reviewer comment, we will revise the manuscript as suggested.46
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RC 5. L.75: Was the chamber really dark? In general, the terms "light" and "dark" measurements can easily be misleading (e.g.47

our non-transparent chambers/our shading tarps are usually white to increase reflection and reduce chamber heating and48

I guess you did not really measure light, did you?), I would suggest you just use "transparent" and "non-transparent" (or49

"opaque") measurements/chambers etc. throughout the manuscript.50

AC 5. Very good point. We only used transparent chambers; for the "dark" measurements, we indeed just added a51

reflecting tarp on top of the chamber, which also covered the PAR sensor. We agree that transparent and opaque is more52

easily understandable and inclusive, and will change the manuscript accordingly.53

2 Methods54

RC 6. L.166: Does the Aeris analyser do not give dry mole fractions of the target gas? If so, shortly mention here or where you55

introduce the analyser.56

AC 6. It does. We will add this to the introduction of the analyser: "To measure N2O concentrations, we used the Aeris57

MIRA Ultra N2O/CO2 (from now onward: Aeris-N2O) analyser (Aeris Technologies; sensitivity: 0.2 ppb/s for CO258

and N2O, frequency: 1 Hz). As most PGA, the Aeris-N2O provides dry mole fractions of the target gas. We performed59

several laboratory tests to assess the signal stability (i.e., drifts and stabilisation time), uncertainties, noise level, and60

water interference of the Aeris-N2O. The analyser was left to sample ambient air for approximately 15 hrs to evaluate61

the signal stability (see section 3.1)."62

3 Results and Discussion63

RC 7. L. 226: Does this warming period occur every time once you turn on the analyser or was this first-use? Does this have64

implications for field application? I did not quite get if it is a problem, because at different RH, N2O concentration seems65

to be stable. Please just quickly inform the reader, if the analyser warm up may pose a problem or not.66

AC 7. This warming period occurs every time the analyser is turned on. The implications for the field applications are67

that we never turned off the instrument during the whole field campaign, which was recommended by the company and68

is an important information for the reader. We will add this information as follows at the end of chapter 3.1: "Overall,69
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our conducted laboratory tests indicated that the Aeris-N2O was a suitable instrument for measuring low N2O fluxes,70

showing low noise and water interference, along with negligible signal drift after the laser warms up. Nevertheless, the71

long warm-up period (approximately 5 h) of the analyser needs to be taken into account, as this can be a limiting factor72

for certain applications. To mitigate this, the Aeris-N2O remained powered on throughout the whole field campaign."73

RC 8. 240: It’s called atmospheric sign convention and this could be stated already in the methods under your flux calculation74

procedure.75

AC 8. Thanks. We will add this after the flux calculation equation: "To report our flux rates, we used the atmospheric76

sign convention, i. e., negative signs for an uptake of N2O into the soil, and positive signs for emissions."77

RC 9. 243-244: Complicated sentence and you already said in the methods, what a measurement period is. Please shorten and78

rephrase.79

AC 9. We agree and will rephrase the whole paragraph to: "At our site, we commonly observed net N2O consumption,80

suggesting an atmospheric sink, with a mean flux of -0.469 µg N2O-N m−2 h−1, with a 95% confidence interval (CI)81

of (-0.60,-0.3) during a chamber closure time of 10 min. Our calculated mean flux during transparent measurements82

was 0.361 µg N2O-N m−2 h−1, with a 95% CI of (0.24,0.48) during a chamber closure time of 10 min (Table ??). For83

opaque measurements, our calculated flux was -1.29 µg N2O-N m−2 h−1, with a 95% CI of (-1.45,-1.13), indicating84

that our opaque measurements represent a real biochemical process, rather than an experimental artefact, in the (sub-85

) Arctic ecosystem. Nevertheless, the impact of environmental drivers on N2O fluxes, including the transparent and86

opaque measurements, is beyond the scope of this study. Overall, we collected 338 samples, with 60-90 % of N2O fluxes87

above the detectable limit. We therefore also acknowledge the possibility of unknown chamber artefacts that may remain88

undiscovered and could affect the interpretation of our data."89

RC 10. L.245ff: This is my major point that needs some attention and discussion: At low N2O concentration changes,CO290

concentration changes due to respiration (non-transparent measurments: N2O gets diluted, indicates uptake) or net uptake91

(transparent measurements: N2O gets enriched, indicates efflux) might become a factor. Either recalculate fluxes with a92
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CO2 correction (like for water vapour), or add a short paragraph on this topic. If it is easily doable for you, you might93

also check in the lab, how realistic CO2 concentration changes affect N2O concentration and add it to the manuscript.94

AC 10. We thank Dr. Huth for the detailed description of his major point. For its discussion, we would like to refer to our95

response to his overview comment (see above, lines 17ff).96

RC 11. L314ff: Yes, but it also could just indicate CO2 saturation during closure time, hence a decrease in N2O dilution.97

AC 11. Please see our response to the overview comment (lines 17ff).98

RC 12. L317: It’s not really due to fewer sampling points but rather due to the lower absolute change in concentration, that is99

below the one needed for flux detection see also Fiedler et al. (2022)100

AC 11. Correct. We will rephrase to: "In contrast to this, as mentioned above, more than 40% of the fluxes were below101

the MDF at 3-minute closure time. This confirms that very short closure times can lead to higher uncertainties of flux102

estimates because the concentration changes are too small to be accurately detected (Fiedler et al., 2022)."103

RC 13. L320: It is not the chamber size, it’s (effective) chamber height or V:A-ratio, that is determining concentration change104

and measurement length.105

AC 13. Correct, thank you. We will rephrase to: "The optimal closure time depends on factors such as chamber height,106

micro habitat, and the duration of the field campaign."107

RC 14. L321: Jungkunst et al. (2018) Journal of Plant Nutrition and Soil Science, 181, 7-11 actually assessed the trade off108

between reducing temporal accuracy of flux measurements to gain more spatial replicates. Might want to cite this here.109

AC 14. Thank you, we will add it.110

RC 15. L336: What do you mean by LM and non-LM models exclude each other? The common approach is that if the difference111

between the two is non-significant, the simpler model should be used.112

AC 15. Thank you for pointing out this formulation. We will adjust the whole paragraph as follows: "Linear and non-113

linear models for concentration data during chamber closure may typically be seen as alternatives, not complementary114
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approaches. However, the non-linear fitting includes the linear fitting as a special case. When using a generic exponential115

function ae−bt to fit data, where a and b are positive constants to be fitted, it can be approximated to a linear function116

if the data points are distributed linearly. This is because the exponential function can be expanded as a series, and117

when the rate constant b is small, the linear function dominates. Namely, the first three terms of the serial expansion are118

a(1− bt+(bt)2/2, but when b is very small, i.e., b << 1, it is reduced to a(1− bt), which is the linear form. The slope119

of the linear term is −ab; if we take the time derivative of the original exponential function to calculate the slope, it120

gives−abe−bt. When we expand it as a series and only take the first order term as b << 1, we again obtain the simplified121

−ab as slope. This means that if the data points are linear, the exponential fitting will automatically reduce to a linear122

fitting with the same slope. With our results, we show that for N2O fluxes, indeed, flux estimates were reduced to the123

linear model and yielded identical results as the non-linear model."124

RC 16. L343: Again, I don’t understand this statement. If the data does not show non-linearity, linear models are sufficient. In125

any case, this statement should be rephrased, because I don’t get how you assess that the relation between exponential126

and linear models do not appear to be recognised within the chamber community.127

AC 16. We agree and refer to the AC 15 above.128

RC 17. L350ff: That is true, but in theory, calculating fluxes from closed-chamber measurements actually assume non-disturbance129

conditions and non-linear models are a tool to calculate fluxes from disturbed measurements. Therefore it is also justifi-130

able to reduce chamber closure time to the most linear part, because this signifies non-disturbance in your measurement.131

In other words, if concentration change is significantly different from linearity, chamber closure time was too long (or it132

wasn’t properly sealed etc.).133

AC 17. Thank you for this comment. We agree that these are the assumptions for closed-chamber measurements and we do134

not question the practice of reducing chamber closure times to the most linear part; indeed, we encourage short chamber135

closure times. However, several studies assessing these assumptions have concluded that chamber measurements are136

sensitive to errors (e.g., (Kutzbach et al., 2007; Pavelka et al., 2018)). On top of that, there are only few data sets137

addressing N2O fluxes from nutrient-poor ecosystems and the high spatial and temporal variability of these fluxes138
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makes it challenging to assess them (Butterbach-Bahl et al., 2013). In our data, there is no evidence for oversaturation139

in the head space, i.e., too long chamber closure times, but non-linearity could still be observed. We further argue that140

non-linearity can be a result of a concentration change of the flux only, which can be corrected with non-linear fitting.141

This is why we encourage future research to include non-linear flux calculation to their linear calculation, and, ideally,142

justify their model choice with some metric.143

RC 18. L365ff: Does accuracy increase due to the fact that more GC samples better represent non-linearity of the data? Please144

discuss!145

AC 18. Thanks for the comment. We will address this in this statement: "The underestimation of GC fluxes may occur as146

a result of a smoothed out curve: when only few data points are available, variations in curves are naturally reduced.147

Furthermore, the precision of our GC was 1.9 ppb compared to 0.2 ppb of the Aeris-N2O, resulting in less accurate148

measurements of the N2O concentrations. This may lead to a loss of detail in the curve, particularly in the peak values149

of the N2O concentrations, which can result in underestimation of the flux."150

RC 19. L.394: which = with?151

AC 19. Thanks, we will revise the manuscript as follows: "Second, low N2O fluxes tend to be very scattered, with large152

noise in comparison to the actual trend, i.e., the change in concentration during chamber closure."153

4 Conclusion154

RC 20. Much of this is a repetition from previous paragraphs. Consider shortening and focusing on the main outcomes and155

recommendations.156

AC 20. Thank you. We will revise the conclusion accordingly, so that it includes the main outcomes, such as157

– the laboratory work, showing that with the Aeris-N2O and our manual chamber system, we are able to report very158

low N2Ofluxes,159

– our recommended chamber closure times, which can differ for transparent and opaque measurements,160

– reasons for using all data points when calculating flux estimates using the HM model.161
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We further aim to give recommendations on why PGAs should be considered for future N2O flux studies, and try to en-162

courage future research on N2O fluxes in nutrient-poor ecosystems. Please see our conclusions in the revised manuscript.163

Appendix164

RC 21. Figure A3: That’s a really nice figure that I believe would be well-placed within the main text.165

AC 21. Thank you. We will place figure A3 within the main text.166
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